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Abstract

Using a novel rich dataset at the regional level, this paper provides new empirical evidence
on the �scal transmission mechanism in the Eurozone. Our baseline estimates reveal a gov-
ernment spending relative output multiplier of 2.9, an employment multiplier of 1.9, and a
cost per job created of €24,000. Moreover, we �nd that a regional �scal stimulus leads to a
signi�cant increase in private investment, productivity, durable consumption, and real wages
together with a signi�cant rise in total hours worked driven by changes in the extensive mar-
gin (total employment), whereas the intensive margin (hours per worker) barely reacts. We
estimate only small regional �scal spillovers but detect notable state dependencies. Regional
�scal multipliers are larger in economic recessions, during �scal consolidations, and in the
core countries of the Eurozone.
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1 Introduction

How does �scal policy a�ect the Eurozone economy? Over the last decade, this topic has gained
renewed a�ention among academics and policymakers alike. To provide concrete examples, as
the main policy interest rate of the European Central Bank (ECB) has reached its lower bound,
commentators frequently ask for more �scal actions to stimulate the economy. In one of his last
press conferences, parting ECB President Mario Draghi stated that “…now it’s high time I think
for the �scal policy to take charge” (Draghi 2019). �e large-scale �scal consolidation packages
and the dismal growth performances in southern European economies have raised tensions be-
tween core and periphery countries about the adequacy and usefulness of austerity programs
(Blanchard and Leigh 2013; Fatás and Summers 2018). Moreover, motivated by the close trade
linkages among member states of the European single market, there is particular interest in how
�scal interventions spill over from one region to another (Blanchard et al. 2016). In this paper, we
address these important questions by providing new empirical evidence on the economic impact
of �scal policy and its transmission mechanisms in the Eurozone.1

In particular, we follow the approach suggested by, among others, Nakamura and Steinsson
(2014), Bernardini et al. (2020), and Auerbach et al. (2020) and use regional variation in govern-
ment spending to estimate how �scal policy shapes the Eurozone economy. �is approach o�ers
several advantages compared to an analysis at the national level. First, because all regions are
part of the monetary union, they face the same monetary policy set by the ECB. �us, by in-
cluding time �xed e�ects into our regressions, we can control for confounding monetary policy
interventions, which is a common challenge when studying the e�ects of government spending
at the national level. Second, our analysis at the regional level substantially increases the number
of observations such that potential state-dependencies can be estimated more e�ciently. �irdly,
the signi�cant di�erences in intra-regional trade �ows allow a highly detailed investigation into
the size of �scal spillovers. Similar to Nakamura and Steinsson (2014), our results show relative
e�ects; that is, we estimate the impact of an increase in government spending in one region of
the Eurozone relative to another on relative economic activity.2

We use a novel rich dataset, ARDECO, which o�ers series on output, private investment, em-
ployment, hours worked, and wages at di�erent regional aggregations and sectoral divisions. We
use regional gross value added of the non-market sector as a measure of regional government
spending. To justify this choice, we show that by de�nition government spending in the national
accounts is closely linked to the gross value added of the non-market sector and demonstrate that
the statistical properties of the two time series are very similar at the national level. For iden-

1For a general discussion on the current challenges for �scal policy in the Eurozone, see, e.g., Pappa (2020) or
Bilbiie et al. (2020).

2Nakamura and Steinsson (2014) call this metric the “open economy relative multiplier”.
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ti�cation, we use a Bartik type instrument, which identi�es the e�ect of government spending
on economic activity by relating the changes in regional government spending to the di�erential
regional exposure to changes in national government spending (Bartik 1991). We combine the
Bartik instrument with instrumental variable local projections to estimate �scal multipliers and
impulse responses.

Our baseline estimates reveal a government spending relative output multiplier of 2.9, which
implies a €1.9 increase (decrease) in relative private sector production for every €1 increase (de-
crease) in relative government production. Moreover, we �nd an employment multiplier of 1.9,
which shows that changes in regional government spending have sizeable e�ects on local labor
markets. In particular, our estimates imply that a €1 million increase in government spending cre-
ates 42 new jobs four years a�er the shock materialized or, in other words, a cost per job created
of about €24,000. We show that these results are robust to several modi�cations of the baseline
model, like di�erent constructions of the Bartik instrument, changes in the sample, and control-
ling for national tax policies and sovereign risk premia. Furthermore, to account for potential
anticipation concerns, we show that the results remain when constructing the Bartik instrument
by only using variations in national government spending that are due to changes in national
military spending or professional forecast errors.

To shed light on the underlying �scal transmission mechanism, we estimate the responses of
several interesting variables to the regional �scal shock. We �nd that an increase in regional gov-
ernment spending leads to a signi�cant increase in private investment. �is crowding-in of pri-
vate investment can be rationalized by a strong and persistent rise in labor productivity and total
factor productivity. �us, our evidence points towards strong positive supply-side e�ects of gov-
ernment spending changes, in line with recent evidence by Auerbach et al. (2020), D’Alessandro
et al. (2019), and Jørgensen and Ravn (2020). Furthermore, the �scal stimulus induces a signi�cant
rise in durable consumption (measured by the number of motor vehicles) together with higher
real wages and an increase (decrease) in the labor share (markup). We also take a closer look at
the e�ects on regional labor markets and �nd that higher regional government spending induces
a considerable increase in total hours worked. Interestingly, the bulk of the increase in hours is
accounted for by the extensive margin (total number of employees), whereas the intensive margin
(hours per employee) barely responds to the regional �scal shock.

Using the full level of detail in the dataset, we conduct an additional sectoral analysis and
estimate �scal multipliers across di�erent sectors of the economy. We �nd that multipliers are
larger in the construction and industry sectors, whereas the impact of a change in regional gov-
ernment spending is somewhat lower in the services and �nancial sectors. Although the close
trade linkages across European regions within the European single market might suggest strong
spillover e�ects, our estimates reveal only small (and mostly insigni�cant) �scal spillovers.
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Finally, we detect signi�cant state dependencies. First, �scal multipliers are larger in economic
recessions than in economic booms. Second, we �nd that �scal multipliers associated with �scal
consolidations, that is, a reduction in regional government spending, are larger than �scal multi-
pliers associated with �scal expansions. �ird, �scal multipliers are larger in core countries of the
Eurozone compared to periphery countries. While the di�erence in multipliers is also estimated
to be signi�cant across states of the business cycle and between core and periphery countries,
there is more statistical uncertainty when di�erentiating between positive and negative spending
changes.

Our paper contributes to the recent and fast-growing literature that uses subnational data to
estimate the impact of �scal policy (Nakamura and Steinsson 2014; Dupor and Guerrero 2017;
Bernardini et al. 2020; Auerbach et al. 2020). So far, this literature mainly focuses on the U.S.
economy; there is only limited evidence for the Eurozone.3 Two notable exceptions are the studies
by Coelho (2019) and Brueckner et al. (2020). While Coelho (2019) investigates the e�ects of one
speci�c form of regional public expenditures, namely structural funds �nanced by the European
Commission, our analysis is based on a broader measure of government spending. Moreover,
whereas Brueckner et al. (2020) show that the size of the �scal spending multiplier depends on
the degree of local autonomy across European regions, we take on a more general perspective
and provide new insights into several important aspects of the �scal transmission mechanism in
the Eurozone.

To be more precise, given the detailed level of the novel dataset of our analysis, we are able to
zoom into a wide range of �scal policy e�ects. In particular, the dataset allows a highly detailed
investigation into the underlying driver of our �scal multiplier estimates, like the in�uence of �s-
cal policy on investment, productivity, (public and private) employment, or earnings. Moreover,
the dataset enables us to conduct a thorough investigation into regional �scal spillovers and het-
erogeneous e�ects across industries, states of the economy, and member states. Overall, we think
that our new insights have the potential to fruitfully stimulate discussions among academics and
policymakers about the gains and limitations of �scal policy in the Eurozone.

�e remainder of the paper is organized as follows. Section 2 describes the data we use.
Section 3 presents the methodology. Section 4 shows our empirical results. Finally, Section 5
concludes.

3Studies on the Brazilian and Italian economies, respectively, are Corbi et al. (2019) and Acconcia et al. (2014). We
refer the reader to Chodorow-Reich (2019) for an extensive survey on the cross-sectional evidence on �scal stimulus
using subnational data. In general, one could expect that �scal multipliers di�er between the U.S. and the European
economy due to non-trivial di�erences in institutional constraints and characteristics of �nancial services, goods
markets, and labor mobility, for example.
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2 Data

We use data from the Annual Regional Database of the European Commission’s Directorate Gen-
eral for Regional and Urban Policy (ARDECO), which is maintained and updated by the Joint Re-
search Centre.4 It is a highly disaggregated dataset across both sectoral and regional dimensions.
�e database contains a set of various long time-series indicators for EU regions at several sta-
tistical scales. For example, the database provides regional measures for output (gross domestic
product (GDP) and gross value added (GVA)), investment, earnings, hours worked or employ-
ment for di�erent economic sectors like industry, construction, wholesale services, �nancial and
business services, and non-market services. �e dataset is an annual unbalanced panel covering
the period 1980–2017 for the European Union (EU) and some European Free Trade Association
(EFTA) and candidate countries. By construction, ARDECO’s regional data is consistent with the
commonly used national accounts data (see Lequiller and Blades (2006) for more details on the
construction of the national accounts data). In particular, the regional ARDECO time series are
constructed in such a way that the country aggregates equal the corresponding time series in the
National Accounts reported in the AMECO dataset.5

�e data are divided into NUTS (Nomenclature of Territorial Units for Statistics) regions.
NUTS is a geocode standard for referencing the subdivisions of countries for statistical purposes.
�e hierarchy of three NUTS levels (NUTS 1, 2, 3) is established by Eurostat in agreement with
each member state, and for most countries the respective NUTS level corresponds to a speci�c
administrative division within the country. ARDECO provides all data series at these regional
disaggregation levels except for the NUTS 3, for which it reports only population, employment,
GDP, and GVA.

Our baseline Eurozone sample covers 12 countries, namely the �rst Euro adopters Austria,
Belgium, Finland, France, Ireland, Italy, Luxembourg, Germany, Greece, the Netherlands, Portu-
gal, and Spain. We exploit NUTS 2 level data from 1999 (when the Euro was introduced) until
2017 for all countries except Greece, which joined the Euro in 2001. �erefore, we only use Greek
data from 2001 onwards.6 Our sample thus consists of regions that are part of a monetary union.
As the policy interest rate is the same for all regions of the Eurozone, our approach of estimating
regional �scal multipliers has the advantage that we can directly control for confounding mone-
tary policy reactions, which is a common challenge for estimates at the country level (Nakamura
and Steinsson 2014). In total, our sample consists of 167 European regions, which are broadly
comparable to U.S. states.

For our main analysis, we use data on demography (total population), labor markets (em-
4It can be found online here.
5See Appendix A.1 for more information.
6See Table A.1 for more details on the NUTS 2 classi�cation for the countries used in the sample.
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ployment, employee compensation, total hours worked), capital formation (gross �xed capital
formation) and output (GDP and GVA).7

2.1 Regional Government Spending Data

O�cial data on �nal consumption expenditure of the general government (henceforth, govern-
ment spending) is not available at the European regional level. Hereina�er, we follow Brueckner
et al. (2020) and use GVA of the non-market sector as a proxy for government spending. GVA of
the non-market sector is computed as the sum of compensation to employees (including social
contributions), consumption of �xed capital, and other taxes less subsidies on production, where
consumption of �xed capital measures the decline in value of �xed assets owned as a result of
normal wear and tear and obsolescence. 8 9 We now explain in detail why GVA of the non-market
sector is indeed a good proxy for government spending.

First, as previously mentioned, ARDECO’s regional data is consistent with the national ac-
counts data by construction. By de�nition, there exists a close link between government spending
and the GVA of the non-market sector, however, they di�er in two dimensions: actors and compo-
sition. Regarding the �rst, even though the non-market sector includes other institutional units,
the general government is the main actor responsible for changes in non-market GVA.

In particular, the non-market sector consists of six sub-sectors: “Public administration and
defense”, “Education”, “Human health and social work”, “Arts, entertainment and recreation”,
“Other service activities,” and “Activities of household and extra-territorial organizations and
bodies.” �e �rst sub-sector, “Public administration and defense,” refers to activities by the general
government, but not all government bodies are automatically classi�ed under this sub-sector.
For example, a secondary school administered by the central or local government is classi�ed
as “Education,” and a public hospital is allocated to “Human health and social work.” �us, the
two sub-sectors “Education” and “Human health and social work” are also closely linked to the
general government in the national accounts, while the last three sub-sectors are linked only
loosely.

Relying on Finnish data, we indeed �nd that 100% of the GVA in the sub-sector “Public ad-
ministration and defense” is booked as government expenditure in the national accounts. For the
second and third sub-sectors, this number is 88% and 75%, respectively.10 Moreover, these �rst

7�e construction of all variables used in the paper is described in the Appendix, Table A.2.
8For more details, see the Manual on Regional Accounts from Eurostat.
9Data from PBL EUREGIO indicate that, for the regions in our sample and the period of 2000–2010, GVA of the

non-market sector is composed on average of 67% compensation to employees, 30% consumption of �xed capital,
and 3% net taxes on production. �e PBL EUREGIO database is discussed in more detail in Appendix A.2.

10With the exception of Finland, cross-classi�cation tables between NACE and institutional sectors are not publicly
available. Statistics Finland’s series can be consulted here.
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three sub-sectors, which are most closely linked to activities by the general government, make
up the lion’s share of the non-market GVA, accounting for 84%.11 Consequently, almost the entire
variation in GVA of the non-market sector refers to activities by the general government.

Concerning the second dimension, we now describe the compositional di�erences between
non-market GVA and government spending. In the national accounts, government spending is
de�ned as follows:

Final consumption expenditure of the general government

=Gross value added of the general government

+Intermediate inputs of the general government

+Social transfers in kind purchased market production

-Market output and output for own �nal use

-Payments for non-market output

GVA of the general government is the major component of government spending and fully
accounted in the GVA of the non-market sector. Country level data show that GVA of the general
government accounts for almost 70% of government spending.12 �us, our proxy measures the
single-most dominant source of government expenditures. However, the main di�erence between
government spending and the GVA of the general government is due to intermediate inputs and
social transfers in kind. When again looking at country level data, we �nd that GVA and interme-
diate consumption account for about 97% of government spending. While our baseline estimates
will not include intermediate consumption expenditures of the general government, in Section
4.2 we conduct a sensitivity analysis and show that our main �ndings are robust when using
detailed input-output tables to construct regional measures of intermediate consumption of the
non-market sector. Taken together, our preferred series on non-market sector GVA is strongly
related to the commonly used government expenditure series from the national accounts.

Second, to quantitatively assess the quality of our proxy, we study the time series properties
of the national GVA of the non–market sector and government spending.13 In particular, we use
GVA of the non-market sector from the ARDECO dataset at the NUTS 0 (country) level and the
series on �nal consumption expenditures of the general government from the OECD and AMECO.
�e pooled correlation coe�cients between the GVA and the government spending series (both

11According to data collected from Eurostat and for the sample comprising the �rst twelve Eurozone countries
between 1999 and 2017.

12According to data collected from Eurostat and for the sample comprising the �rst twelve Eurozone countries
between 1999 and 2017.

13Remember that, at the national level, GVA of the non-market sector and government spending are both available,
whereas at the regional level only GVA of the non-market sector is available.

6

https://ec.europa.eu/eurostat/databrowser/view/NAMQ_10_A10__custom_149735/default/table?lang=en
https://ec.europa.eu/eurostat/databrowser/product/page/GOV_10A_MAIN


in levels and logs) are about 0.99 and highly signi�cant. Such strong positive correlations also
hold at the individual country level as can be seen in Table A.3. With the exceptions of Italy
and Portugal, the correlation coe�cients are always around 0.99. Moreover, Table A.4 shows the
estimation results from regressing government spending on the GVA of the non–market sector
in levels and logs with and without country and year �xed e�ects. All six regressions indicate a
signi�cant and strong relationship between the two variables with coe�cients very close to 1.

So far, the analysis was conducted at the national (NUTS 0) level. We go one step further
and compare our regional (NUTS 2) GVA of the non–market sector series from ARDECO to the
government �nal consumption expenditure series from the PBL EUREGIO database, which is
discussed in more detail in Appendix A.2. �e EUREGIO database provides estimates of regional
government spending but only for a subset of our sample (2000 to 2010). Notwithstanding, when
compared to the regional GVA of the non-market sector, we �nd that both series are highly sig-
ni�cantly correlated. �e correlation coe�cient between the two series in levels is 0.90, while
the correlation between the two series in logs is 0.99. Table A.5 presents the same regressions as
before but now at the regional level. �ere is a strong and signi�cant relationship between the
EUREGIO estimated government spending series and our government spending proxy given that
the coe�cients are estimated to be close to 1.

In sum, we conclude that regional GVA of the non-market sector is a valid proxy for regional
government spending. It is closely linked to government spending in the national accounts, and
both series share remarkably similar time series properties. We will thus refer to GVA of the
non-market sector as government spending throughout the rest of the paper.

3 Methodology

In estimating the e�ects of a regional government spending shock, we closely follow Bernardini
et al. (2020). Particularly, we study the impact of regional government spending in the Eurozone
by �rst examining the dynamics of the cumulated GDP and employment multipliers. To that end,
we use local projections (Jordà 2005) and estimate for each horizon h = 0, ..., 4, the following
equation:

h∑
m=0

zi,t+m =βh

h∑
m=0

Gi,t+m −Gi,t−1

Yi,t−1
+ γh(L)Xi,t−k + αi,h + δt,h + εi,t+m, (1)

where zi,t+m is either the change in real per capita GDP, Yi,t+m−Yi,t−1

Yi,t−1
, or the change in the

employment rate, Ei,t+m−Ei,t−1

Ei,t−1
, in region i between time t−1 and time t+m. Following Nakamura
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and Steinsson (2014), the employment multiplier is measured in terms of the employment ratio.
Gi,t+m−Gi,t−1

Yi,t−1
is the change in real per capita government spending in region i between time t− 1

and time t+m, relative to real per capita GDP in t− 1. When zi,t+m indicates the change in real
GDP, as government spending and GDP are in the same units, βh directly yields, for each horizon
h, the output multiplier. In the case of employment, βh measures the employment multiplier as
the change in the employment rate in response to a one percent increase in government spending
relative to GDP.

(L)Xi,t−k is a vector of control variables, and αi,h and δt,h are respectively region and time
�xed e�ects, which are included in the regressions to control for region-speci�c characteristics
and common aggregate changes like, e.g., global shocks, shocks that originate in another country
and spillover to the Eurozone, or changes in the monetary policy stance set by the ECB. �e
vector of control variables includes two lags of the variable of interest (GDP growth or the growth
rate in the employment ratio) and the growth rate in real per capita government spending. We
use Driscoll and Kraay (1998) standard errors, which take into account the potential residual
correlation across regions, as well as serial correlation and heteroskedasticity among the residuals
over time.

For identi�cation, we follow, among others, Nekarda and Ramey (2011), Dupor and Guerrero
(2017), and Pero�i et al. (2007) and instrument the change in government spending with a Bartik-
type instrument (Bartik 1991). We compute the instrument as

Bartiki,t = si ×
(GI,t −GI,t−1)

YI,t−1
(2)

where si =
Gi

GI

and Gi and GI are averages of per capita government spending in region i and
country I , respectively, in the �ve years preceding country I’s Eurozone accession. In order to
compute these averages, we use data from 1994 to 1998 for all countries in the sample except
Greece, which joined the Eurozone in 2001 and for which we use 1996 to 2000. Intuitively, if
si is above 1, region i spends more per capita than the national average. �is implies that a
disproportionate amount is spent in this region compared to other regions in the country. Figure
B.1 in the Appendix shows a heat map depicting the share si for the NUTS 2 regions used in
the sample. �ere is considerable cross-sectional variation in this measure, ranging from 0.38 to
2.17. We calculate the lowest shares for Mayo�e (France, 0.37), Peloponnese (Greece, 0.69), and
Low Austria (Austria, 0.73), and the highest shares for Melilla (Spain, 2.17), Ceuta (Spain 2.10),
and Brussels Capital District (Belgium, 2.10).14 �ere is only small variation in the shares over

14We show that our results change li�le when, instead of using per capita values, the regional shares are con-
structed using absolute values. In this case, the shares indicate a scaling factor and add up to one at the country
level. We choose the per capita speci�cation of the Bartik instrument as the baseline because it provides a higher
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time. When calculating time-varying shares for each region, we �nd that the average standard
deviation is 0.03. �is low time variation justi�es our choice of constant regional shares.15

�e idea of the Bartik instrument is to scale national government spending such that spend-
ing varies more in regions with a larger predetermined share of national government spending.
Moreover, as the predetermined share of average spending measures the di�erential exposure in
regions to common national government spending changes, it helps to avoid confounding e�ects
as argued by Goldsmith-Pinkham et al. (2020).16 More precisely, our identifying assumption is
that central governments do not change spending because regions that receive a disproportion-
ate amount of government spending are doing poorly relative to other regions. Intuitively, this
assumption might be violated when focusing on high aggregation levels with only few regions
within a country because politically and economically important regions could directly in�uence
central government decisions. However, we are convinced that the NUTS 2 level we chose in this
paper is not subject to this criticism. Notably, we conduct an additional robustness check where
we show that our main results remain when going to the NUTS 3 level (with 922 regions in total),
where direct in�uence of some regions on the central government should not be a severe concern
a�er all.

Besides computing output and employment multipliers, we further estimate impulse response
functions for other important variables as

h∑
m=0

wi,t+m =βh
Gi,t −Gi,t−1

Yi,t−1
+ γh(L)Xi,t−k + αi,h + δt,h + εi,t+m (3)

where wi,t+m is the growth rate of the variable of interest, Wi,t+m−Wi,t−1

Wi,t−1
, for all variables ex-

cept the labor share, for which we consider wi,t+m to be the di�erence in levels, Wi,t+m−Wi,t−1.
(L)Xi,t−k is a vector of control variables and αi,h and δt,h are again region and time �xed e�ects,
respectively. �e vector of control variables now includes two lags of the respective variable of in-
terest and real per capita government spending growth. βh directly yields the response of the vari-
able of interest to a one percent increase in government spending relative to GDP instrumented
by the Bartik measure. One important di�erence between equations (1) and (3) is that equation
(1) estimates the cumulated response to the cumulated government spending increase, whereas
equation (3) estimates the cumulated response to a one-year change in government spending.

F-statistic compared to the absolute level speci�cation.
15Nevertheless, in a robustness exercise in Section 4.2, following Nekarda and Ramey (2011) and acknowledging

that there might have been structural changes throughout the sample, we use the full Eurozone sample to compute
the share si instead of the �ve years preceding Eurozone accession. �e results remain unchanged.

16Figure B.2 shows the evolution of Gi,t

GI,t
over time for four selected regions. It reassures that the relationship

between regional and national government spending per capita is very stable during the sample period.
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4 Results

4.1 Output and Employment Multipliers

We start by presenting the estimates of the output and employment multiplier of the baseline
model. �e main results are shown in Figure 1. Panels 1a and 1b show the cumulative GDP
and employment multipliers estimated according to Equation (1). �e solid line shows the point
estimate βh over a horizon of four years. Panels 1c, 1d, and 1e plot respectively the cumulated
impulse responses of GDP, employment ratio, and government spending estimated according to
Equation (3). �e dark and light shadings are 68% and 95% Driscoll and Kraay (1998) adjusted
con�dence bands. Finally, Panel 1f depicts the F-Statistic test of weak instruments for the �rst-
stage regression of the output multiplier.17 For just-identi�ed speci�cations, it is equivalent to
the Olea and P�ueger (2013) F-Statistic, and the threshold is 23.1 for the 5% critical value. For
easier visual comparison, we set an upper bound of 200 on the reported F-Statistic.

As Panel 1f shows, the Bartik measure is a strong instrument for regional government spend-
ing for all years of the forecast horizon. �e computed F-Statistic is well above the threshold
value of 23.1, suggesting that weak instruments are unlikely to be a concern for our analysis.

Our baseline estimates reveal an output multiplier of 2.83 on impact, which slowly increases
to 2.9 four years a�er the shock materialized. �is implies that a €1 increase (decrease) in relative
government production leads to a €1.9 increase (decrease) in relative private sector production.
�e four-year multiplier is estimated relatively precisely with the 95% con�dence band ranging
from 2.46 to 3.37. Panels 1c and 1e show that the fairly stable output multiplier is due to similar
hump-shaped responses in output and government spending. Government spending continu-
ously increases up until three years a�er the shock and then converges back to steady state.
Output shows a similar pa�ern, although the decline starts already in year 2. Importantly, GDP
rises persistently by more than €2, which leads to the reported multiplier.

�e employment multiplier as reported in Panel 1b behaves similarly to the output multiplier.
On impact, we estimate an employment multiplier of 1.46, which then rises slightly to 1.89 at the
end of the forecast horizon. �us, besides boosting real economic activity, changes in regional
government spending also have sizeable e�ects on local labor markets. Again, the estimates are
highly signi�cant and the 95% con�dence band of the four-year employment multiplier ranges
from 1.52 to 2.26. As shown in Panel 1d, employment signi�cantly increases on impact and then
rises for three years a�er the shock before slowly decreasing.

When decomposing the employment multiplier into employment in the private and public
17�e F-Statistic for the �rst-stage regression of the employment multiplier is very similar to the one in Panel 1f

since the only di�erence is the lagged control variables (GDP for the output multiplier and the employment ratio for
the employment multiplier).

10



Figure 1: Output and Employment Multipliers
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Notes: Panels 1a and 1b show the cumulative relative �scal and employment multipliers estimated according to
Equation (1). Panels 1c and 1d depict the underlying impulse responses of GDP and employment rate to the cumula-
tive change in government spending which is plo�ed in Panel 1e and estimated according to Equation (3). Panel 1f
shows the related �rst-stage F-Statistics over a four-year horizon. Bands are 68% (dark) and 95% (light) con�dence
intervals.
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sector, we �nd that both contribute to the positive impact of government spending on total em-
ployment. Figure C.1 in the Appendix shows the employment multiplier for private and public
employment. On average, private employment accounts for around 2/3 of the total employment
multiplier. �us, the lion’s share of the positive labor market e�ect of regional �scal stimulus is
due to employment changes in the private sector.

Our estimated regional �scal multipliers for the Eurozone are comparable to results from the
U.S. and other countries. While Nakamura and Steinsson (2014) �nd slightly smaller multipliers
for their baseline speci�cation (1.4 for output and 1.3 for employment), they report an output
(employment) multiplier of 2.5 (1.8) when using a Bartik instrument as we do. Bernardini et al.
(2020) estimate an impact output multiplier of around 2 when applying a Bartik instrument and
of 1.3 when using a Blanchard and Pero�i (2002) recursive identi�cation. Corbi et al. (2019) �nd
an output multiplier around 2 for Brazil, and Coelho (2019) estimates an output multiplier of 4.1
for European regions. McCrory (2020) estimates an output multiplier of 2.8 for the American
Recovery and Reinvestment Act.18

4.2 Robustness

In this section, we demonstrate that our main Eurozone multiplier estimates are robust to sev-
eral modi�cations. �e estimates change only a li�le when applying di�erent ways to construct
the Bartik instrument and accounting for intermediate consumption in our government spending
series. Moreover, the results remain when using unexpected variation in national government
spending due to military spending or professional forecast errors in calculating the regional in-
strument. Finally, our �ndings are robust to changes in the sample and to additionally controlling
for national tax policies and sovereign spreads.

4.2.1 Instrument Construction and Accounting for Intermediate Consumption

We start by exploring alternative ways to construct the Bartik instrument. In the baseline, we
use the �ve years preceding the Eurozone accession to compute the regional share of govern-
ment spending, si. However, as suggested by Nekarda and Ramey (2011), there might have been
important structural changes over time that a�ect the regional distribution of government spend-
ing. Taking this possibility into account, we follow Nekarda and Ramey (2011) and compute the
regional shares based on all years of the sample. Table 1 presents the results for the output and
employment multipliers, and the �rst rows also report the baseline estimates. �e second panel
of Table 1 (Alternative si (I)) shows that our results barely change when using this alternative
instrument construction. As a second check, we use absolute levels in regional and national gov-

18For a survey on regional �scal multiplier estimates, see Chodorow-Reich (2019).
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ernment spending to construct the share si. In this case, the regional shares indicate scaling
factors and add up to one at the national level. �e second panel of Table 1 (Alternative si (II))
presents the results of this exercise, indicating that the multiplier estimates do not change much.

So far, we have used GVA of the non-market sector as a proxy for government spending
at both the NUTS 2 level and the national level. Although o�cial government spending data
are not available at the regional level, they are published at the national level. �us, instead of
national non-market GVA, we can use government spending data from national accounts to com-
pute the Bartik instrument. To be precise, we measureGI in Equation (2) as national government
spending instead of national GVA of the non-market sector. �e results from Panel B in Table 1
(National Accounts) show that the multipliers increase slightly, but the overall dynamics remain
unchanged.

Finally, we address the issue that GVA of the non-market sector does not include intermediate
consumption of the general government, which is, however, one of the main components of gov-
ernment spending in our sample. To do this, we use input-output tables from the PBL EUREGIO
database that provide estimates for intermediate consumption of the non-market sector at the
NUTS 2 level from 2000–2010. We �nd that, on average, intermediate consumption accounts for
around 30% of total expenditure of the non-market sector at the regional level, which is very sim-
ilar to the corresponding number when looking at expenditures of the general government at the
national level (27%). Moreover, the variation in this ratio for a given region is rather stable over
time.19 �us, we adjust regional GVA of the non-market sector by a region-speci�c time-invariant
scaling factor to include intermediate consumption in our government spending measure. �e
results are shown in Panel B of Table 1 (Accounting for intermediate cons.). �e size of both
multipliers decreases somewhat compared to the baseline, with an output multiplier around 2
and an employment multiplier around 1.35. Interestingly, the estimates are also closer to related
U.S. evidence, which relies on measures that directly include intermediate consumption of the
general government (Nakamura and Steinsson 2014; Bernardini et al. 2020).

4.2.2 Unexpected Variation in National Spending

�e baseline instrument relies on observed national government spending changes to instrument
for regional changes. To account for the possibility of anticipated changes in aggregate govern-
ment spending, we explore two alternative ways to extract variation in (unexpected) national
spending.

First, we use military spending as an instrument for unanticipated aggregate spending changes.
Hall (2009), Barro and Redlick (2011), and Miyamoto et al. (2019), among others, also use aggregate

19When calculating time-varying intermediate consumption ratios for each region, the average standard deviation
is 0.018.
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Table 1: Robustness: Output and Employment Multipliers

Output Multiplier Employment Multiplier

Impact 1 Year 2 Years 3 Years 4 Years Impact 1 Year 2 Years 3 Years 4 Years

Panel A: Baseline Speci�cation

Multiplier 2.83∗∗∗ 3.07∗∗∗ 3.06∗∗∗ 2.97∗∗∗ 2.91∗∗∗ 1.46∗∗∗ 1.87∗∗∗ 1.97∗∗∗ 1.93∗∗∗ 1.89∗∗∗

(0.52) (0.41) (0.32) (0.30) (0.23) (0.33) (0.19) (0.18) (0.17) (0.19)
# Obs 2621 2457 2293 2129 1963 2621 2457 2293 2129 1963

Panel B: Alternative Instrument Construction

Alternative si (I) 2.80∗∗∗ 3.03∗∗∗ 3.03∗∗∗ 2.94∗∗∗ 2.89∗∗∗ 1.44∗∗∗ 1.84∗∗∗ 1.94∗∗∗ 1.88∗∗∗ 1.83∗∗∗

(0.51) (0.40) (0.32) (0.30) (0.23) (0.32) (0.20) (0.18) (0.18) (0.19)
# Obs 2621 2457 2293 2129 1963 2621 2457 2293 2129 1963

Alternative si (II) 2.31∗∗∗ 2.52∗∗∗ 2.45∗∗∗ 2.42∗∗∗ 2.42∗∗∗ 1.31∗∗∗ 1.61∗∗∗ 1.62∗∗∗ 1.55∗∗∗ 1.36∗∗∗

(0.37) (0.47) (0.51) (0.47) (0.30) (0.28) (0.30) (0.32) (0.34) (0.31)
# Obs 2621 2457 2293 2129 1963 2621 2457 2293 2129 1963

National Accounts 3.48∗∗∗ 3.57∗∗∗ 3.58∗∗∗ 3.48∗∗∗ 3.29∗∗∗ 2.09∗∗∗ 2.45∗∗∗ 2.56∗∗∗ 2.52∗∗∗ 2.36∗∗∗

(0.73) (0.38) (0.22) (0.24) (0.19) (0.37) (0.29) (0.27) (0.24) (0.21)
# Obs 2627 2461 2295 2129 1963 2627 2461 2295 2129 1963

Accounting for 2.06 ∗∗∗ 2.23∗∗∗ 2.25∗∗∗ 2.18∗∗∗ 2.12∗∗∗ 1.04∗∗∗ 1.32∗∗∗ 1.40∗∗∗ 1.37∗∗∗ 1.35∗∗∗

intermdiate cons. (0.40) (0.33) (0.24) (0.23) (0.20) (0.25) (0.15) (0.12) (0.11) (0.12)
# Obs 2326 2179 2032 1885 1738 2326 2179 2032 1885 1738

Panel C: Exogenous variation in national spending

Military Spending 4.15∗∗∗ 4.11∗∗∗ 4.11∗∗∗ 3.82∗∗∗ 3.78∗∗∗ 2.06∗∗∗ 2.18∗∗∗ 2.31∗∗∗ 2.15∗∗∗ 2.25∗∗∗

(0.84) (0.35) (0.23) (0.19) (0.19) (0.71) (0.29) (0.35) (0.33) (0.36)
# Obs 2621 2457 2293 2129 1963 2621 2457 2293 2129 1963

Forecast Errors 5.08∗∗∗ 4.49∗∗∗ 3.91∗∗∗ 3.83∗∗∗ 3.66∗∗∗ 2.77∗∗∗ 2.55∗∗∗ 2.43∗∗∗ 2.52∗∗∗ 2.43∗∗∗

(1.31) (0.43) (0.36) (0.24) (0.29) (1.00) (0.44) (0.36) (0.32) (0.34)
# Obs 2410 2258 2119 1967 1813 2410 2258 2119 1967 1813

Notes: Panel A shows the estimates for the baseline �scal and employment multipliers. Panel B presents the esti-
mates for alternative instrument constructions. First, following Nekarda and Ramey (2011), the share of regional
spending used in the instrument is constructed as an average across the whole sample rather than predetermined as
in the baseline. In the second alternative speci�cation of si, we use the levels of government spending at regional
and aggregate levels rather than the per capita values. �en, instead of using national GVA of the non-market sec-
tor to compute the Bartik instrument, we use the government spending from National Accounts. Finally, in Panel
B, GVA of the non-market sector is scaled by a region-speci�c time-invariant factor to consider intermediate con-
sumption of the non-market sector. Panel C explores alternative identi�cation strategies. Here, we use �rst national
military spending and then forecast errors to instrument national government spending changes used in the Bartik
instrument.

military spending data to identify government spending shocks. Changes in military spending are
o�en large and regularly respond to foreign policy developments, suggesting that these changes
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are exogenous in the sense that they are less likely to be driven by domestic cyclical forces. In
particular, military spending is not correlated with the state of the economy like the state of the
business cycle or �nancial conditions of the private sector.20 Following Miyamoto et al. (2019), we
use aggregate military spending to �rst estimate unexpected changes in government spending
and then compute the Bartik instrument as follows:21

Bartiki,t = si × ĝI,t

where ĝI,t is the predicted value from regressing national government spending on military
spending, both normalized by lagged aggregate GDP per capita, and country �xed e�ects. So,
instead of using observed national government spending changes directly in Equation (2), we use
the variation in national government spending due to changes in military spending.

Second, we use professional forecast errors on national government spending from the study
by Born et al. (2020). �e underlying idea is that unpredicted changes in government spending by
professional forecasters provide a direct measure of �scal news that is unrelated to the state of the
economy (Ramey 2011). Similarly to the military spending procedure, we �rst regress per capita
national government spending normalized by lagged per capita GDP on the forecast errors and
country �xed e�ects.22 Importantly, the respective �rst stages are su�ciently strong. In the case
of military spending, the F-Statistic is approximately 66, while in the case of the forecast error it
is around 20. �us, both instruments are strong predictors of variations in aggregate government
spending.

�e results of the regional multiplier estimates when applying both strategies to extract un-
expected government spending changes at the national level are presented in Panel C of Table
1. �e estimates are somewhat larger than the baseline results. �e four-year output multiplier
is 3.78 in the case of the military spending instrument and 3.66 in the case of the forecast error
instrument; the employment multiplier is 2.25 and 2.43, respectively. However, these estimates
still support our main �nding: an increase in regional government spending signi�cantly boosts
regional output and employment.

20Nakamura and Steinsson (2014), Dupor and Guerrero (2017), and Auerbach et al. (2020) use variation in regional
military government spending to estimate the e�ect of a government spending change. However, because regional
military spending data are not available for European regions, we combine the idea of unanticipated public spending
changes due to military expenditures at the national level with spending changes at the regional level to construct
the Bartik instrument.

21See Appendix A.3 for more details on the military data used and its source.
22Because our analysis is conducted on annual data, we aggregate the quarterly forecast error series by Born et al.

(2020) to the annual level.
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4.2.3 Alternative Samples and Controlling for the National Fiscal Stance

As additional robustness checks, we test whether our results are robust to changes in the sample.
First, we use NUTS 3 level data to estimate output and employment multipliers. �is considerably
increases the number of regions and therefore the total number of observations. At the NUTS 3
level, the sample consists of 922 regions, compared to 167 in the baseline, and the total number
of observations is more than �ve times larger compared to the NUTS 2 level analysis. Moreover,
as previously mentioned, moving to the more disaggregated NUTS 3 level should minimize the
problem that individual regions have a direct in�uence on national government decisions since
their economic and political power is further reduced when compared to the NUTS 2 level. As
Panel B of Table 2 shows, the results are very similar to our baseline estimates. �e four-year
output multiplier is now above 3, and the four-year employment multiplier is above 2.

Table 2: Robustness: Output and Employment Multipliers (continued)

Output Multiplier Employment Multiplier

Impact 1 Year 2 Years 3 Years 4 Years Impact 1 Year 2 Years 3 Years 4 Years

Panel A: Baseline Speci�cation

Multiplier 2.83∗∗∗ 3.07∗∗∗ 3.06∗∗∗ 2.97∗∗∗ 2.91∗∗∗ 1.46∗∗∗ 1.87∗∗∗ 1.97∗∗∗ 1.93∗∗∗ 1.89∗∗∗

(0.52) (0.41) (0.32) (0.30) (0.23) (0.33) (0.19) (0.18) (0.17) (0.19)
# Obs 2621 2457 2293 2129 1963 2621 2457 2293 2129 1963

Panel B: Alternative Samples

NUTS 3 Data 3.45∗∗∗ 3.54∗∗∗ 3.46∗∗∗ 3.36∗∗∗ 3.26∗∗∗ 1.77∗∗∗ 2.10∗∗∗ 2.15∗∗∗ 2.13∗∗∗ 2.07∗∗∗

(0.44) (0.34) (0.24) (0.21) (0.15) (0.38) (0.19) (0.14) (0.14) (0.13)
# Obs 14192 13303 12414 11525 10630 14192 13303 12414 11525 10630

Late Adopter 2.80∗∗∗ 3.03∗∗∗ 3.05∗∗∗ 2.96∗∗∗ 2.89∗∗∗ 1.45∗∗∗ 1.86∗∗∗ 1.95∗∗∗ 1.89∗∗∗ 1.86∗∗∗

(0.50) (0.41) (0.32) (0.29) (0.23) (0.32) (0.19) (0.17) (0.16) (0.18)
# Obs 2673 2500 2328 2156 1982 2673 2500 2328 2156 1982

Panel C: Controlling for Fiscal Stance

Country homogeneity 2.60∗∗∗ 2.96∗∗∗ 2.88∗∗∗ 2.73∗∗∗ 2.73∗∗∗ 1.12∗∗∗ 1.52∗∗∗ 1.47∗∗∗ 1.23∗∗∗ 1.18∗∗∗

(0.40) (0.48) (0.41) (0.42) (0.29) (0.28) (0.27) (0.27) (0.26) (0.25)
# Obs 2617 2453 2289 2125 1959 2617 2453 2289 2125 1959

Country heterogeneity 2.22∗∗∗ 2.76∗∗∗ 2.76∗∗∗ 2.59∗∗∗ 2.86∗∗∗ 1.02∗∗∗ 1.38∗∗∗ 1.15∗∗∗ 0.69∗∗ 0.72∗∗

(0.27) (0.33) (0.30) (0.35) (0.27) (0.20) (0.22) (0.29) (0.30) (0.30)
# Obs 2617 2453 2289 2125 1959 2617 2453 2289 2125 1959

Notes: Panel A shows the estimates for the baseline �scal and employment multipliers. Panel B shows the estimated
multipliers using NUTS 3 level data and data for the late Euro adopters. Panel C speci�cations include additional
controls to the baseline. �e �rst estimates in Panel C include the contemporaneous and one-year lag of the change
in the national total tax receipts per capita and sovereign spreads. �e second estimates include these controls
interacted with country �xed e�ects.

16



Second, we add the late Euro adopters to the sample—namely Slovenia, Cyprus, Malta, Slo-
vakia, Estonia, Latvia, and Lithuania. Panel B of Table 2 shows that our results hardly change.
Notwithstanding, the total number of observations increases only slightly when including the
late Euro adopters.

Finally, an important di�erence between the Eurozone and the U.S. is that the Eurozone does
not share a common �scal authority. While the common monetary policy is conducted by the
ECB, �scal policy is conducted at the national level. In our baseline speci�cation, regional �xed
e�ects absorb heterogeneity across regions and should therefore also capture di�erent national
�scal reactions to the regional government spending change.23 However, it might be argued that
these e�ects are not constant over time; therefore, additional covariates are needed to control
for country-speci�c �scal policies. �us, we expand our baseline speci�cation and additionally
control for per capita national tax receipts and sovereign risk premia. While taxes control for the
�nancing side of the public spending change, risk premia capture �nancing costs of the govern-
ment. �e risk premia have been shown to play a particular role in the transmission of national
government spending in the Eurozone (Corse�i et al. 2013).24 In particular, we add the contem-
poraneous and one-year lag of both variables to the vector of control variables. We estimate two
separate speci�cations. First, we assume homogeneity and estimate average coe�cients across
countries. Second, we allow for full country heterogeneity and interact both covariates with
country �xed e�ects such that we estimate speci�c �scal policy reactions for all countries of the
sample. Panel C of Table 2 shows that the multiplier estimates slightly change when additionally
controlling for the �scal policy stance. �e impact output multiplier decreases mildly compared
to the baseline estimates. However, four years a�er the shock, both speci�cations deliver very
similar output multipliers relative to the baseline. �e di�erences are somewhat larger for the
employment multiplier, which becomes lower when controlling for national �scal policies. Nev-
ertheless, the regional �scal stimulus still leads to a signi�cant increase in the employment ratio
with an employment multiplier around 1.25

In the Appendix, we show results for additional robustness checks. First, we address the
concern that dynamic heterogeneity may pose a signi�cant threat to cross-sectional multiplier
estimates (Canova 2020). Following Bernardini et al. (2020), we estimate output and employment
multipliers with a mean group approach that allows for cross-region heterogeneity in the slope
coe�cients. Since the mean group estimator requires a relatively long period of time, we estimate

23Note that regional �xed e�ects also absorb constant heterogeneity at the national level.
24We compute sovereign spreads as the di�erence between the national 10-year government bond rate and Ger-

many’s bond. For Germany, we instead use the actual bond rate as control.
25It is also important to note that, when estimating country-speci�c �scal policies, the number of estimated coef-

�cients increases signi�cantly and the F-Statistic of the �rst stage decreases substantially for longer horizons, with
the lowest value being 26.
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only the impact multiplier. We �nd an output (employment) multiplier of 1.44 (1.08), statistically
signi�cant at the 95% (90%) con�dence level. Despite being smaller, these estimates are fairly
close to the benchmark multipliers.

Second, as suggested by Canova (2020), we analyze the time-series properties of output and
employment by estimating the AR(1) process of these series for each region in the sample. Figure
C.3 in the Appendix plots the cross-sectional distribution of the output and employment AR(1)
coe�cients. Because the persistence coe�cients are distributed fairly homogeneously, dynamic
heterogeneity does not seem as important here as in the case of the U.S. presented by Canova
(2020). Yet, we re-estimate the multipliers excluding the regions with very extreme persistence
coe�cients, namely the top and bo�om 10%. �e results are presented in Panel A from Table C.1
in the Appendix and reassure that the baseline multipliers are robust.

Additionally, the baseline multiplier estimates are robust when we closely follow Nakamura
and Steinsson (2014) and use as the instrument the residual of regressing regional government
spending on time �xed e�ects and national military spending interacted with region �xed e�ects
(Table C.1 in the Appendix). Furthermore, the results do not change much when not including
lagged control variables in the regressions or excluding regions that spend disproportionately
more per capita than the national average (Panels C and D of Table C.1 in the Appendix). More-
over, to assess how important any individual country is for the results, we re-estimate the baseline
regressions by sequentially dropping one country at a time. �e obtained results are comparable
to the baseline in every case (Table C.2 in the Appendix).

In this section, we have shown that our baseline �ndings are robust to several modi�cations.
In the following, we will thus rely on our baseline speci�cation to produce additional interesting
insights into the �scal transmission mechanism in the Eurozone.

4.3 Impulse Response Analysis

In this section, we present additional impulse responses to the regional �scal spending shock in
order to be�er understand the �scal transmission mechanism in the Eurozone. �e responses are
calculated based on Equation (3), and we report responses to a one percent increase in regional
government spending relative to regional GDP. �e solid lines in Figure 2 show point estimates,
and the dark and light shadings again indicate 68% and 95% Driscoll and Kraay (1998) con�dence
bands. All responses are expressed in percent changes (growth rates) with the exception of the
labor share response, which is presented as a percentage point change.

Our estimated regional output multiplier speaks in favor of a strong crowding-in of private
demand following the regional �scal expansion. Panel 2a of Figure 2 shows that a substantial com-
ponent of the increase in private demand is higher private investment. �e �scal expansion leads
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Figure 2: Impulse Responses
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Notes: �ese �gures plot the response of a one percent increase of per capita government spending relative to per
capita GDP. All responses are expressed in percent changes (growth rates) with the exception of the labor share
variable, which is presented as a percentage point change (its di�erence). Bands are 68% (dark) and 95% (light)
con�dence intervals.

to a signi�cant and persistent increase in regional private investment expenditures. On impact,
private investment increases by around 6%, which is roughly twice as large as the output response
reported in Figure 1. Investment further increases up until three years a�er the shock. Another
interesting metric to quantify the investment response is the investment multiplier, which can
be estimated in close analogy with the output multiplier described in Equation (1). �e estimated
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private investment multiplier is presented in Figure C.2 in the Appendix, and we �nd that the
investment multiplier is less than half the size of the output multiplier. On impact, the invest-
ment multiplier is estimated to be around 1.3, and it increases slightly to 1.4 four years a�er the
spending increase. Some empirical studies also �nd a positive investment response following an
increase in �scal spending at the national level (Ben Zeev and Pappa 2017; D’Alessandro et al.
2019). However, to the best of our knowledge, we are the �rst to show that higher regional �scal
spending crowds in regional private investment.

Panels 2b and 2c of Figure 2 provide a rationale for the strong private investment response.
We �nd that productivity signi�cantly increases in response to higher regional government ex-
penditures. �is is true when measuring productivity by total factor productivity (TFP) or labor
productivity.26 �e maximum increase in both productivity measures amounts to roughly one
percent, while the peak response of TFP occurs somewhat earlier than the peak of labor pro-
ductivity. �e positive labor productivity response is in line with the regional U.S. evidence by
Nekarda and Ramey (2011) and Auerbach et al. (2020). In addition, D’Alessandro et al. (2019) and
Jørgensen and Ravn (2020) �nd that an aggregate government spending shock leads to a rise in
(utilization-adjusted) TFP. To reconcile these positive supply side e�ects of �scal policy, Auerbach
et al. (2020) propose a model with endogenous �rm entry in which increasing government spend-
ing leads to a rise in the number of �rms together with higher labor productivity. D’Alessandro
et al. (2019) show that extending a standard DSGE model with a learning-by-doing mechanism
is able to account for the positive TFP and investment responses following a �scal shock. More-
over, by introducing variable technology utilization into an otherwise standard New Keynesian
model, Jørgensen and Ravn (2020) demonstrate that productivity and investment increase a�er
a �scal expansion.27 By making a rise in productivity an endogenous response to a government
spending shock, all these model extensions produce a crowding in of private demand, which ul-
timately increases the government spending output multiplier. Our regional Eurozone evidence
on a signi�cant crowding in of private investment coupled with higher productivity following a
�scal spending shock reinforces these modeling choices.28

O�cial data for private consumption expenditures, the second-most important component
of private demand, are not available at the regional European level. Nonetheless, we rely on a

26More details on the construction of our TFP variable can be found in Appendix A.4.
27A model with variable capital utilization can also generate a productivity increase following a �scal spending

expansion. However, as shown by Jørgensen and Ravn (2020), the required substantial increase in capital utilization
is not supported by the data.

28Another important indicator for positive supply side e�ects following a government spending shock is the price
response. In a standard New Keynesian model, higher government spending raises aggregate demand and pushes up
prices. However, this price increase can be overturned when allowing for endogenous productivity (D’Alessandro
et al. 2019; Jørgensen and Ravn 2020). Unfortunately, regional price data are only available for a small group of
countries in our sample, and we therefore do not further investigate the price response to a regional �scal spending
change.
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common proxy for durable consumption to learn more about households’ consumption decisions
following a regional �scal expansion. We follow a related literature and use the per capita number
of motor vehicles as a measure for durable consumption (Mian et al. 2013; Demyanyk et al. 2019).29

Figure 2d shows that the number of vehicles rises signi�cantly a�er a �scal expansion. On impact,
there is an increase of around 1%, which then persistently builds up to more than 2% at the end
of the forecast horizon. �us, higher public spending crowds in consumption expenditure and,
in particular, durable purchases in line with the U.S. evidence by Demyanyk et al. (2019) and
Auerbach et al. (2020).

Households’ consumption expenditure should be closely linked to their disposable income
stream in the sense that an increase in income might well lead to higher (durable) consumption
spending. Panel 2e indeed supports this hypothesis. Here, we report the real wage response
expressed as average real compensation per hour worked. Wages increase signi�cantly and per-
sistently in response to the �scal stimulus. On impact, wages rise by almost 2% and continue to
increase until the end of the forecast horizon. �e wage response to an aggregate government
spending shock is the subject of a considerable debate with di�erent results emerging from dif-
ferent identi�cation schemes (Galı́ et al. 2007; Ramey 2011). At the regional level, the results are
also mixed. While Auerbach et al. (2020) �nd a positive earnings response, Nekarda and Ramey
(2011) report a fall in wages following higher government spending. Our �nding of a signi�cant
increase in real wages is in line with standard New Keynesian models, where a positive govern-
ment spending shock lowers the markup of price over marginal costs and thus leads to a rise in
real wages.30

�e labor share response as shown in Panel 2f further supports this line of reasoning.31 �e
labor share signi�cantly increases in response to the regional �scal expansion. Four years a�er
the �scal shock, the labor share is around 2 percentage points higher. In accordance with our
evidence, Cantore and Freund (2020) �nd that an aggregate government spending shock leads to a
rise in the labor share, whereas Auerbach et al. (2020) estimate an acyclical labor share response.32

�e inverse of the labor share is commonly used as a measure for the price-cost markup (Nekarda
and Ramey 2020; Auerbach et al. 2020).33 When following this argument, our evidence implies that

29Data on the per capita number of motor vehicles are taken from Eurostat. For details, see Table A.2 in the
Appendix.

30Figure C.4 shows that disposable income also increases following the regional �scal stimulus. Contrary to our
hourly wage measure, disposable income is calculated a�er taxes and additionally includes capital income.

31Here, labor share is the ratio between total private compensation and gross value added in the private sector.
32Cantore and Freund (2020) rationalize the increase of the labor share following a government spending shock

in a two-agent New Keynesian model populated by capitalists and workers. Capitalists do not supply labor, and,
thus, workers make up the entire labor force. �e combination of an increase in labor demand due to additional
government expenditures combined with no labor supply response by capitalists implies that the labor share rises.

33�e inverse of the labor share is a valid measure of the markup when assuming a Cobb-Douglas production
function and abstracting from overhead labor.
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a government spending shock lowers the markup and thus gives rise to countercyclical markup
behavior. While other studies also report evidence in favor of a countercyclical markup at the
aggregate U.S. level (Bils 1987; Rotemberg and Woodford 1999), Nekarda and Ramey (2020) show
that an increase in government spending increases output and leads to a rise in the markup.

Finally, we take a closer look at the labor market responses to the regional �scal spending
expansion. Our estimates reveal a signi�cant and persistent increase in total hours worked as
shown in Panel 2g. On impact, hours worked rise by more than 1.5% and then increase to 3%
two years a�er the shock before slowly converging back to equilibrium. To be�er understand
the driving forces of the increase in hours, we decompose the response into the extensive mar-
gin (the total number of employees) and the intensive margin (the number of hours worked per
employee). As Panels 2h and 2i indicate, we �nd that the bulk of the increase is accounted for by
the extensive margin. �e total number of employees responds in a very similar manner as hours
worked. In contrast, hours per worker are barely a�ected by the regional �scal spending shock.
�ese �ndings reconcile with our baseline employment multiplier estimates, which imply that
the �scal stimulus is associated with a signi�cant increase in the employment rate. �ese results
support the evidence by Auerbach et al. (2020), who also �nd that most of the change in hours
worked in response to demand shocks is due to adjustments in the extensive margin. Moreover,
Serrato and Wingender (2016) and Corbi et al. (2019) also estimate that an increase in regional
�scal spending signi�cantly boosts regional employment. Analogously, Monacelli et al. (2010)
show that a positive aggregate government spending shock leads to a signi�cant reduction in the
unemployment rate.

To quantify how �scal spending materializes in jobs created, we do a back-of-the-envelope
calculation using the estimated coe�cients from the employment impulse response function and
the average employment and output series in the sample. Our estimates imply that, if the gov-
ernment increases spending by €1 million, it creates 19 additional jobs in the year of the shock, of
which 14 are in the private sector and 5 in the public sector. Because the build-up in employment
is very persistent, the stimulus of €1 million produces a total of 42 new jobs a�er four years, of
which 26 are in the private sector.34 �is corresponds to a cost per job created of about €24,000,
roughly in line with the U.S. estimates by Serrato and Wingender (2016) and Adelino et al. (2017).

Taken together, our impulse response analysis has presented several important insights into
the �scal transmission mechanism in the Eurozone. Higher regional government spending i)
crowds in private investment through positive supply side e�ects (increasing productivity), ii)
boosts (durable) consumption expenditures, iii) raises real wages while increasing (lowering) the
labor share (markup), and iv) expands hours worked, which is mainly driven by increasing the

34To calculate the job costs across sectors, we re-estimate the employment response for the private and public
sector, respectively. �en we apply a similar back-of-the-envelope calculation as done for total employment.

22



number of employees.

4.4 Sectoral Analysis

Next, we make use of the detailed sectoral division in our dataset and estimate regional �scal
multipliers for di�erent sectors of the economy. In doing so, we re-estimate the baseline multiplier
regressions in Equation (1) but replace regional GDP and employment by GVA and employment in
one speci�c economic sector.35 �is allows estimating separate �scal multipliers for the industry,
construction, services, and �nance sectors.36

Table 3 presents the results. While Panel A repeats the baseline estimates, Panel B presents
the multipliers across economic sectors. Both the GVA and employment multipliers are positive
and statistically signi�cant for all sectors. However, there is substantial heterogeneity. We �nd
that multipliers are largest in the construction and industry sectors. While the multipliers in the
industry sector are slightly larger than the baseline (all sectors) estimates, the multipliers for the
construction sector are around twice as large when compared to the baseline. Contrarily, the pos-
itive impact of a regional �scal stimulus is somewhat lower in the services and �nance sectors.
Interestingly, the estimated multipliers for the services sector are very similar to the baseline es-
timates. For the �nance sector, the output multiplier is insigni�cant and below 1 on impact but
becomes signi�cant from the �rst year onwards, and, four years a�er the shock, the multiplier is
estimated to be close to 2. Our sectoral estimates corroborate other recent empirical �ndings. For
example, similar to Nakamura and Steinsson (2014), we �nd the largest multipliers in the con-
struction and industry sectors. In addition, Corbi et al. (2019) also estimate the largest multipliers
in the construction sector, and Bredemeier et al. (2020) show that the positive employment e�ects
of the ARRA package were strongest in the construction sector.

We can also decompose the total multiplier including all economic sectors into its relative
sectoral contributions. �e results are shown in Table C.3 in the Appendix. On impact, the
industry and services sector mainly contribute to the strong increase in private economic activity.
Out of the €1.96 increase in private economic activity, the industry sector contributes 65 cents
and the services sector 76 cents. Higher production in the construction sector adds 30 cents to
the total e�ect and the �nance sector only contributes 8 cents. Four years a�er the shock, the
picture slightly changes. �e industry and service sectors are still the strongest contributors but
the �nance sector now adds more to the total multiplier than the construction sector (35 versus
20 cents).

35Because GDP is not available at the sectoral level, we use GVA as the output measure. We still normalize the
responses such that, on impact, government spending increases by one percent of GDP.

36�ese sectors account on average for 19.9%, 6.4%, 23.3%, and 23.3% of total regional GVA, respectively. We
exclude agriculture, forestry and �shing from the sectoral analysis since they account for only a very small share
(2.4%) of most regional economies.
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Table 3: Output and Employment Multipliers by Economic Sectors

Output Multiplier Employment Multiplier

Impact 1 Year 2 Years 3 Years 4 Years Impact 1 Year 2 Years 3 Years 4 Years

Panel A: Baseline Speci�cation

Multiplier 2.83∗∗∗ 3.07∗∗∗ 3.06∗∗∗ 2.97∗∗∗ 2.91∗∗∗ 1.46∗∗∗ 1.87∗∗∗ 1.97∗∗∗ 1.93∗∗∗ 1.89∗∗∗

(0.52) (0.41) (0.32) (0.30) (0.23) (0.33) (0.19) (0.18) (0.17) (0.19)
# Obs 2621 2457 2293 2129 1963 2621 2457 2293 2129 1963

Panel B: Multipliers by Economic Sectors

Industry 3.14∗∗ 2.95∗∗∗ 2.97∗∗∗ 3.06∗∗∗ 3.01∗∗∗ 2.43∗∗∗ 2.94∗∗∗ 3.17∗∗∗ 3.02∗∗∗ 3.07∗∗∗

(1.34) (1.06) (0.66) (0.47) (0.46) (0.43) (0.26) (0.19) (0.20) (0.16)
# Obs 2621 2457 2293 2129 1963 2621 2457 2293 2129 1963

Construction 6.43∗∗∗ 5.56∗∗∗ 5.72∗∗∗ 5.54∗∗∗ 5.46∗∗∗ 4.58∗∗∗ 5.47∗∗∗ 6.08∗∗∗ 5.85∗∗∗ 5.80∗∗∗

(2.41) (1.31) (0.91) (0.93) (0.76) (0.85) (0.69) (0.71) (0.75) (0.84)
# Obs 2621 2457 2293 2129 1963 2621 2457 2293 2129 1963

Services 2.95∗∗∗ 3.31∗∗∗ 3.12∗∗∗ 2.90∗∗∗ 2.65∗∗∗ 1.65∗∗∗ 2.07∗∗∗ 2.18∗∗∗ 2.23∗∗∗ 2.06∗∗∗

(0.67) (0.42) (0.42) (0.43) (0.29) (0.39) (0.30) (0.28) (0.23) (0.16)
# Obs 2621 2457 2293 2129 1963 2621 2457 2293 2129 1963

Finance 0.42 1.01∗ 1.02∗ 1.51∗∗∗ 1.98∗∗∗ 1.78∗∗∗ 1.93∗∗∗ 1.72∗∗∗ 1.78∗∗∗ 1.73∗∗∗

(1.03) (0.57) (0.53) (0.34) (0.29) (0.58) (0.54) (0.44) (0.27) (0.32)
# Obs 2621 2457 2293 2129 1963 2621 2457 2293 2129 1963

Notes: Industry includes all industry with the exception of construction. Services combine wholesale, retail, trans-
port, accommodation and food services, information and communication. Finance refers to �nancial and business
services.

4.5 Regional Fiscal Spillovers

�e existence of positive (negative) spillover e�ects of one region’s spending on another’s out-
comes could lead to an overestimation (underestimation) of the true e�ect of the own regional
government expenditures. For example, relative output might shi� if an increase in one region’s
output is associated with reducing activity in another region. Strong worker �ows from relatively
weak to relatively strong performing regions can lead to such relative output shi�s. Moreover,
while our multiplier estimations induce an increase in one region’s spending, other states face the
burden of �nancing the regional stimulus. �ese channels can lead to negative �scal spillovers,
which would imply that our estimated multipliers are an underestimation of the total e�ect of
public spending on a region. On the contrary, close trade and �nancial linkages might well induce
positive �scal spillovers, which then result in an overestimation of the impact on local and ag-
gregate economic activity. �e deep regional integration within the European single market has
raised particular interest in how �scal stimuli spill over from one region to another. In particular,
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in the presence of positive spillover e�ects, regions with ample �scal capacity could use addi-
tional �scal stimuli to boost demand from regions facing substantial economic slack (Blanchard
et al. 2016). However, in the following, we show that regional �scal spillovers in the Eurozone
are relatively small.

Ideally, we would use inter-regional bilateral trade �ows to assess the contribution of region
j’s government spending shock to the spillovers experienced in region i. Unfortunately, these
data are not available at the regional European level. However, we use estimates from �issen
et al. (2018), who construct a social accounting matrix with the most likely trade �ows between
European regions consistent with national accounts.37 �is dataset is the closest proxy for a
matrix of bilateral trade between European regions.38 �e data are only available for the period
2000–2010; thus, the following results are based on this shorter sample.

We extend the baseline speci�cation (1) to account for regional spillovers. First, for each
region i and horizon h = 0, ..., 4, we compute a weighted sum of spillover �scal shocks. We
construct spillover �scal shocks as

∑
j 6=i

wi,j,t(Gj,t+m −Gj,t−1)

whereGj,t is government spending in region j in period t and j 6= i. Following Auerbach and
Gorodnichenko (2013) and Coelho (2019), wi,j,t is the ratio between imports in region j coming
from region i and government spending in region j in year t. Hence, we account for both the
spillovers from trade linkages and the size of the government in the importing regions. To assess
spillovers, we either use all trade partners or only i’s top 10% of trade partners with regard to
wi,j,t. �en, we estimate the own and spillover multipliers for each horizon h = 0, ..., 4:

h∑
m=0

zi,t+m =βh

h∑
m=0

(
Gi,t+m −Gi,t−1

Yi,t−1

)

+ φh

h∑
m=0

(∑
j 6=iwi,j,t(Gj,t+m −Gj,t−1)

Yi,t−1

)
+ γh(L)Xi,t−k + αi,h + δt,h + εi,t+m.

(4)

For each horizon h, βh directly yields the output or employment multiplier of a one percent
increase in the own region government spending relative to GDP, and φh represents the spillover
multipliers of a one percent change in trade partners’ government spending. A positive (negative)

37Coelho (2019) uses the same dataset to study �scal spillovers associated with structural funds �nanced by the
European Commission.

38See Appendix A.2 for more details.
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φh implies that an increase in other regions’ government spending raises (lowers) economic ac-
tivity or employment in the own region. We again use Driscoll and Kraay (1998) standard errors
to calculate con�dence intervals.

Besides using the baseline instrument described in Equation (2) for the own regional govern-
ment spending change, we now also construct an instrument for the regional spillover spending
change. We compute this spillover Bartik instrument as∑

j 6=iwi,j,t × (GJ,t −GJ,t−1)× sj
YI,t−1

(5)

where, similarly to si, sj is the ratio between average per capita government spending in
region j and country J , given that region j belongs to country J .

Figure 3 shows the estimated own and spillover multipliers, βh and φh. Panels 3a and 3b show
the output multiplier estimates using all trade partners. �e own multiplier estimate is very close
to our baseline estimate, which suggests that spillover e�ects are small.39 �is is supported by the
spillover multiplier, which is estimated to be insigni�cant and close to zero. When moving from
the full sample of all trade partners to only the top 10% of trade partners (Panels 3c and 3d), we �nd
that the spillover multiplier becomes larger and on impact it is borderline statistically signi�cant.
Panels 3e, 3f, 3g, and 3h show the respective employment multipliers. In the case of all trade
partners, the employment spillovers are signi�cant and sizeable. �e spillover e�ect amounts to
1/3 of the own multiplier estimate. However, the spillover e�ect vanishes when focusing solely
on top trading partners.

�is general picture of relatively small �scal spillovers in the Eurozone remains when consid-
ering, respectively, only the top 1% of trade partners and trade partners from the same country
(Figure C.5 in the Appendix). Overall, these �ndings reveal relatively small �scal spillovers for the
Eurozone and thus reinforce the existing results on the U.S. economy by Serrato and Wingender
(2016), Dupor and Guerrero (2017), and Bernardini et al. (2020). Moreover, our insights imply that
recommendations to jump-start the European economy by increasing public spending in regions
with �scal capacity should be interpreted with caution since the positive spillover e�ects might
be limited despite the common European single market.

4.6 State Dependent Multipliers

As a �nal exercise, we investigate whether regional �scal multipliers in the Eurozone are charac-
terized by signi�cant state dependencies. In particular, we test whether �scal multipliers depend
on the state of the business cycle, on the sign of the �scal intervention (consolidation versus
expansion), and if they di�er between core and periphery countries of the Eurozone.

39Note that di�erences to the baseline estimates might be due to the sample change.
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Figure 3: Output and Employment Multipliers and Spillover Multipliers, 2000–2010 — NUTS 2
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Notes: Panels 3a and 3b show the GDP multiplier and the spillover multiplier taking into account the spillovers from
all regions, while Panels 3c and 3d consider only the spillovers from the main trade partners (top 10% of the weights).
Panels 3e and 3f show the employment multiplier and the spillover multiplier taking into account the spillovers from
all regions, while Panels 3g and 3h consider only the spillovers from the main trade partners (top 10% of the weights).
�e sample here goes from 2000 to 2010. Bands are 68% (dark) and 90% (light) Driscoll and Kraay (1998) con�dence
intervals.
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�ere is an ongoing debate in the literature concerning business cycle-dependent e�ects of
�scal policy. While some studies indeed provide evidence that �scal multipliers are larger in
economic recessions than economic booms (Auerbach and Gorodnichenko 2012; Nakamura and
Steinsson 2014), others do not �nd that �scal multipliers vary across states of the business cycle
(Ramey and Zubairy 2018). Concerning the sign of the �scal intervention, Barnichon et al. (2020)
show that, at the aggregate U.S. level, a reduction in government spending is associated with a
larger �scal multiplier when compared to an increase in government spending. Born et al. (2019)
�nd similar results for a panel of advanced and emerging market economies. Finally, testing for
potential non-linearity between core and periphery countries is intended to provide information
about signi�cant country heterogeneities within the Eurozone.

To test for potential state dependencies, we extend our baseline speci�cation (1). For each
horizon h = 0, ..., 4, we estimate the regression

h∑
m=0

zi,t+m =Ii,t

[
βA
h

h∑
m=0

Gi,t+m −Gi,t−1

Yi,t−1
+ γAh (L)Xi,t−k

]

+ (1− Ii,t)

[
βB
h

h∑
m=0

Gi,t+m −Gi,t−1

Yi,t−1
+ γBh (L)Xi,t−k

]
+ αi,h + δt,h + εi,t+m

(6)

where Ii,t is an indicator variable for the de�ned state in period t. We now instrument spending
changes with the Bartik instrument but interacted with the state indicator. βA

h and βB
h directly

yield, for each horizon h and states A and B, the �scal output or employment multiplier, respec-
tively. Here, we are using Driscoll and Kraay (1998) standard errors, and we make use of the
Anderson and Rubin (1949) test to test for statistical di�erences in multipliers across states.

To investigate potential state dependencies across the business cycle, we closely follow Naka-
mura and Steinsson (2014) and de�ne the indicator variable Ii,t based on regional unemployment
�uctuations. More precisely, we de�ne that a region is in an economic expansion (recession) in t
if the unemployment rate in t−1 is below (above) the region’s median. We de�ne the state based
on lagged unemployment to minimize contemporaneous correlations between �scal shocks and
the state of the business cycle.

Panel A in Table 4 presents the results. For all years, the multiplier is estimated to be larger
when the region experiences a recession compared to an economic boom. �is is true for the
output and employment multiplier alike. For the employment multiplier, the di�erence across
business cycle states is also estimated to be signi�cant, and, for the output multiplier, the dif-
ference is borderline insigni�cant (especially at longer horizons). �us, our evidence broadly
supports the view that �scal interventions have a larger e�ect on the economy during periods of
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economic slack, in line with the empirical evidence by Auerbach and Gorodnichenko (2012) and
Nakamura and Steinsson (2014).

Table 4: State Dependent Multipliers

Output Multiplier Employment Multiplier

Impact 1 Year 2 Years 3 Years 4 Years Impact 1 Year 2 Years 3 Years 4 Years

Panel A: Business Cycle Recessions versus Expansions

Recessions 3.37∗∗∗ 3.52∗∗∗ 3.61∗∗∗ 3.57∗∗∗ 3.44∗∗∗ 1.88∗∗∗ 2.30∗∗∗ 2.50∗∗∗ 2.55∗∗∗ 2.50∗∗∗

(0.72) (0.44) (0.32) (0.26) (0.18) (0.42) (0.20) (0.14) (0.24) (0.26)
Expansions 2.84∗∗∗ 3.21∗∗∗ 3.16∗∗∗ 3.06∗∗∗ 3.03∗∗∗ 1.23∗∗∗ 1.69∗∗∗ 1.80∗∗∗ 1.79∗∗∗ 1.73∗∗∗

(0.34) (0.37) (0.28) (0.25) (0.22) (0.25) (0.27) (0.29) (0.28) (0.30)

AR Test 0.317 0.348 0.153 0.103 0.138 0.008 0.038 0.047 0.103 0.095
# Obs 2428 2266 2104 1943 1783 2428 2266 2104 1943 1783

Panel B: Fiscal Consolidation versus Fiscal Stimulus

Consolidation 2.75∗∗∗ 3.22∗∗∗ 3.13∗∗∗ 3.07∗∗∗ 3.30∗∗∗ 1.68∗∗∗ 2.13∗∗∗ 2.23∗∗∗ 2.56∗∗∗ 3.72∗∗∗

(0.51) (0.47) (0.33) (0.29) (0.14) (0.29) (0.17) (0.13) (0.11) (0.16)
Stimulus 3.03∗∗∗ 3.04∗∗∗ 3.19∗∗∗ 2.98∗∗∗ 3.07∗∗∗ 1.30∗∗∗ 1.65∗∗∗ 1.88∗∗∗ 1.76∗∗∗ 1.85∗∗∗

(0.75) (0.60) (0.53) (0.47) (0.33) (0.48) (0.37) (0.38) (0.31) (0.27)

AR Test 0.634 0.687 0.880 0.796 0.336 0.850 0.581 0.995 0.430 0.202
# Obs 2621 2457 2293 2129 1963 2621 2457 2293 2129 1963

Panel C: Core versus Periphery

Core 3.50∗∗∗ 3.56∗∗∗ 3.68∗∗∗ 3.93∗∗∗ 3.91∗∗∗ 1.78∗∗∗ 2.26∗∗∗ 2.43∗∗∗ 2.99∗∗∗ 3.08∗∗∗

(0.77) (0.55) (0.35) (0.30) (0.27) (0.53) (0.41) (0.30) (0.22) (0.23)
Periphery 2.36∗∗∗ 2.70∗∗∗ 2.75∗∗∗ 2.64∗∗∗ 2.61∗∗∗ 1.36∗∗∗ 1.75∗∗∗ 1.85∗∗∗ 1.74∗∗∗ 1.72∗∗∗

(0.36) (0.38) (0.35) (0.32) (0.26) (0.26) (0.16) (0.17) (0.17) (0.21)

AR Test 0.089 0.061 0.004 0.000 0.000 0.246 0.160 0.062 0.000 0.000
# Obs 2621 2457 2293 2129 1963 2621 2457 2293 2129 1963

Notes: In Panel A, we show the results for expansions and recessions. A given region is in the low unemployment
state (expansion) if in the previous period the unemployment rate was below the region’s median, and it is in high
unemployment state (recession) if the rate was above or equal to the region’s median. In Panel B, we show state
dependencies for �scal consolidations and stimuli. Precisely, we de�ne �scal consolidations (stimuli) whenever the
Bartik instrument is negative (positive). In Panel C, we study di�erences between the core and periphery Eurozone
countries. �e PIIGS countries (Portugal, Ireland, Italy, Greece, and Spain) are considered periphery countries, while
Austria, Belgium, Finland, France, Germany, Luxembourg, and the Netherlands belong to the core group. �e AR
Test presents the p-value of the di�erence between states using the Anderson and Rubin (1949) test.

Next, we study whether the sign of the �scal intervention a�ects the size of the �scal multi-
plier. To di�erentiate between �scal consolidations and �scal expansions, we allow for di�erent
e�ects depending on the sign of our Bartik instrument. Whenever the Bartik instrument takes on
a positive value, we treat the �scal intervention as a spending expansion (Ii,t = 1), and whenever
the instrument takes on a negative value, we assign a �scal consolidation (Ii,t = 0).40

40�is procedure implies that out of the 2,621 regional shocks considered, 2,207 shocks, or 84%, are treated as �scal
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Panel B of Table 4 shows the estimated �scal multipliers.41 For the output multiplier, we do
not �nd clear evidence that the sign of the �scal intervention considerably in�uences the size
of the multiplier. While for some years the output multiplier associated with a �scal expansion
is larger than the respective one associated with a �scal consolidation, the picture �ips in other
years. In the case of the employment multiplier, the evidence is a bit stronger. For all years of
the forecast horizon, the employment multiplier brought by a �scal consolidation is larger than
the one brought by a �scal expansion. Four years a�er the shock, the employment multiplier is
around twice as large when government spending is reduced compared to an increase in gov-
ernment spending. However, estimation uncertainty is relatively high such that the di�erence
between both multipliers is not estimated to be signi�cant.

Finally, we test for di�erences in �scal multipliers between core and periphery countries.
Greece, Ireland, Italy, Portugal, and Spain are considered periphery (Ii,t = 1 ∀t), while Austria,
Belgium, Finland, France, Germany, Luxembourg, and the Netherlands are treated as core coun-
tries (Ii,t = 0 ∀t). In this case, the indicator variable is time invariant. Panel C of Table 4 shows
that �scal multipliers in the Eurozone display signi�cant country heterogeneity. Both output and
employment multipliers are considerably larger in core countries than in the periphery. More-
over, for most horizons considered, the di�erence between the multipliers is also estimated to
be signi�cant. �us, speci�c country characteristics in the periphery seem to reduce the impact
of �scal interventions, whereas the opposite describes the situation in the core countries. �e
political and legal system, the labor market and pricing frictions or �nancial developments are all
potentially responsible for di�erences in �scal multipliers between core and periphery countries.
Understanding in more detail what drives these country heterogeneities could be an interesting
avenue for future research.

5 Conclusion

�e e�ectiveness of �scal policy in the Eurozone is a central topic of ongoing debates among
economists and policymakers alike. Using a novel rich dataset at the regional level, this paper
investigates the impact of �scal policy in the Eurozone. We provide new empirical evidence on
the �scal transmission mechanism. In particular, our baseline estimates reveal a �scal spending
output (employment) multiplier of 2.9 (1.9). Moreover, the regional �scal stimulus leads to a
signi�cant increase in private investment together with a rise in labor productivity and TFP.
Furthermore, an increase in government spending causes higher wages and durable consumption

expansions, while the remaining 414 or 16% are treated as consolidations.
41�e multipliers are positive in both states because a �scal consolidation is associated with a fall in government

spending and a reduction in output (employment), whereas a �scal expansion leads to an increase in government
spending and a rise in output (employment).
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expenditures and a rise (fall) in the labor share (markup). Concerning labor margins, we �nd
that higher government spending raises total hours worked, which is driven by changes in the
extensive margin (total employment), whereas the intensive margin (hours per worker) barely
reacts. Our estimates imply a cost per job created of about €24,000.

We also detect signi�cant sectoral heterogeneity, with the construction and industry (services
and �nance) sectors showing the highest (lowest) �scal multipliers. �e paper provides further
evidence that there are small and mostly insigni�cant regional �scal spillovers. Finally, we detect
notable state-dependencies in regional �scal multipliers. �ey are larger in economic recessions,
during �scal consolidations, and in the core countries of the Eurozone.

Our new evidence should contribute to discussions among academics and policymakers about
the gains and limitations of �scal policy in the Eurozone. In particular, our results suggest that
�scal policy is an e�ective tool to stimulate regional employment, investment, and productiv-
ity. Furthermore, despite the deep regional integration within the Eurozone, increased public
spending in regions with ample �scal capacity might have only small spillover e�ects. Finally,
heterogeneous e�ects across industries, states of the economy, and member states should be taken
into account when designing adequate stabilization measures.
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Appendix A Data Appendix

Table A.1: NUTS structure

NUTS 0 NUTS 1 # NUTS 2 # NNUTS 3 #

Austria Groups of states 3 States 9 Groups of districts 35
(Länder)

Belgium Regions 3 Provinces and Brussels 11 Arrondissements 44
(Verviers split in 2)

Finland Mainland, Åland 2 Large areas 5 Regions 19
(Suuralueet / Storområden) (Maakunnat / Landskap)

France ZEAT 9 Regions 27 Departments 101
Overseas Regions

Germany States 16 Government regions 39 Districts 429
(Bundesland) (Regierungbezirk) Kreis

Greece Groups of regions 4 Regions 13 Prefectures 51

Ireland - 1 Regional Assemblies 3 Regional Authorities 8

Italy Groups of regions 5 Regions 21 Provinces 110
(Trentino-Alto Adige split in 2)

Luxembourg - 1 - 1 - 1

Netherlands Groups of provinces 4 Provinces 12 COROP regions 40

Portugal Mainland and 3 5 Coordination regions 7 Groups of 25
2 autonomous regions 2 autonomous regions Municipalities

Spain Groups of communities 7 17 Autonomous communities 19 Provinces, Islands 59
2 autonomous cities Ceuta, Melilla

Total 58 167 922

i



Table A.2: Variables Description

Variable Name Computation De�nition [Source]

GDPpc GDP / Population Regional Gross Domestic Product per capita [ARDECO]

Gov. Spending pc Non-Market GVA / Population Regional Gross Value Added of the Non-Market Sector
per capita [ARDECO]

Employment Rate Employment / Population Total Employment per capita [ARDECO]

Employment Total Employment [ARDECO]

Hours Total Hours worked [ARDECO]

Investment pc Private GFCF/ Population Total Private (all sectors excluding non-market) In-
vestment per capita (�xed gross capital formation)
[ARDECO]

Hourly Wage Compensation / Hours Regional average compensation per hour (all sectors)
[ARDECO]

Productivity GVA / Hours Labor Productivity, value added per hour (all sectors)
[ARDECO]

TFP Check A.4 for details [ARDECO and Gardiner et al. (2020)]

Labor Share Private Compensation / private
GVA

Private (all sectors excluding non-market) compensation
as a share of private GDP [ARDECO]

Motor Vehicles # motor vehicles / Population Stock of all motor vehicles (except trailers and motorcy-
cles) per capita [Eurostat]

A.1 ARDECO - Regional European Data

ARDECO is the Annual Regional Database of the European Commission’s Directorate General
for Regional and Urban Policy, maintained and updated by the Joint Research Centre. It is a
highly disaggregated dataset across both sectoral and sub-regional dimensions. �e database
contains a set of long time-series indicators for EU regions at various statistical scales (NUTS
0, 1, 2, and 3 level) using the NUTS 2016 regional classi�cation. �e dataset includes data on
demography, labor markets, capital formation and domestic product by six sectors. �e six sectors
are (1) agriculture, forestry and �shing, (2) industry excluding construction, (3) construction, (4)
wholesale, retail, transport, accommodation, and food services, information and communication,
(5) �nancial and business services, and (6) non-market services.

ARDECO data is an annual unbalanced panel covering the period of 1980–2017 for the Eu-
ropean Union (EU) and some European Free Trade Association (EFTA) and candidate countries.
Its main data source is Eurostat (the Statistical O�ce of the European Commission), comple-
mented, where necessary, by other appropriate national and international sources. ARDECO is
constructed in such a way that the country aggregates its various time series equal to the cor-
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responding time series in the AMECO dataset referring to the National Accounts. Starting from
2002, Eurozone countries publish national series in EUR. National currency data for all years
prior to the switch of the country to EUR have been converted using the irrevocably �xed EUR
conversion rate. Cross-country comparisons and aggregations should continue to be based only
on historical series established in ECU up to 1998 and their statistical continuation in EUR from
1999 onward. Exchange rates and purchasing power parities have been converted in the same
manner. We thus use the series with real variables expressed in 2015 constant price in ECU/EUR.

In particular, we make use of the non-market sector GVA as a proxy for government spending.
As part of our argument in the main text, we produce the following three tables.

Table A.3: Correlation Between Non-market GVA and Government Spending by Country

Correlation w/ OECD Series Correlation w/ AMECO Series
Country Levels Logs Levels Logs

Austria 0.9899 0.9886 0.9876 0.9859
Belgium 0.9762 0.9786 0.9876 0.9917
Finland 0.9698 0.9728 0.9906 0.9910
France 0.9965 0.9967 0.9931 0.9931
Germany 0.9905 0.9907 0.9848 0.9837
Greece 0.9755 0.9751 0.9851 0.9846
Ireland 0.9581 0.9660 0.9967 0.9972
Italy 0.8335 0.8412 0.8928 0.8976
Luxembourg 0.9950 0.9968 0.9946 0.9961
Netherlands 0.9826 0.9845 0.9912 0.9918
Portugal 0.9753 0.9757 0.9143 0.9100
Spain 0.9905 0.9924 0.9869 0.9904

All 0.9980 0.9975 0.9980 0.9988

Notes: �is shows, by country, the correlation in levels and log between GVA of non-market sector (from ARDECO)
with government spending (from OECD and AMECO). Whenever possible, we use data from 1999 to 2017, with the
exception of Greece, for which we use the period 2001–2017.
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Table A.4: Proxy for Government Spending at the National Level

Gov Spend lnGovSpend

(1) (2) (3) (4) (5) (6)

Panel A: OECD
GV ANM 0.995∗∗∗ 0.989∗∗∗ 1.022∗∗∗

(0.023) (0.045) (0.048)
lnGV ANM 0.913∗∗∗ 0.860∗∗∗ 0.840∗∗∗

(0.039) (0.063) (0.072)
# Obs 223 223 223 223 223 223

Panel B: AMECO
GV ANM 1.016∗∗∗ 1.018∗∗∗ 1.000∗∗∗

(0.028) (0.037) (0.032)
lnGV ANM 1.045∗∗∗ 1.113∗∗∗ 1.111∗∗∗

(0.030) (0.053) (0.082)
# Obs 212 212 212 212 212 212

Country FE No Yes Yes No Yes Yes
Time FE No No Yes No No Yes

Notes: Columns (1) to (3) show the results from regressing government spending series from OECD and AMECO on
non-market GVA series from ARDECO at the national level (NUTS 0), while the other columns present the estimates
from regressing these series in logs. We use data from 1999 to 2017 and display robust standard errors clustered at
the country level in parentheses. Signi�cance levels: ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table A.5: Proxy for Government Spending at the Regional Level

Gov Spend lnGovSpend

(1) (2) (3) (4) (5) (6)

GV ANM 0.941∗∗∗ 0.976∗∗∗ 0.790∗∗
(0.129) (0.250) (0.363)

lnGV ANM 1.007∗∗∗ 1.032∗∗∗ 0.666∗∗∗
(0.047) (0.113) (0.199)

Country FE No Yes Yes No Yes Yes
Time FE No No Yes No No Yes
# Obs 1604 1604 1604 1604 1604 1604

Notes: Columns (1) to (3) show the results from regressing regional government spending series from EUREGIO
on non-market GVA series from ARDECO at the regional level (NUTS 2), while the remaining columns present the
estimates from regressing the time series in logs. Data from 2000 to 2010. Robust standard errors clustered at the
country level in parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

iv



A.2 PBL EUREGIO database

For the �scal spillover analysis in Section 4.5, we use the PBL EUREGIO database. �is is the
�rst time-series (annual, 2000–2010) of global IO tables with regional detail for the entire large
trading bloc of the European Union. �is database allows for regional analysis at the NUTS 2 level
consistent with our baseline method. �e tables merge data from WIOD (the 2013 release) with
regional economic accounts and inter-regional trade estimates developed by PBL Netherlands
Environmental Assessment Agency and complemented with survey-based regional input-output
data for a limited number of countries. All data used are survey data, and only non-behavioral
assumptions have been made to estimate the EUREGIO dataset. �ese two general rules of data
construction allow empirical analyses focused on impacts of changes in behavior without en-
dogenously having this behavior embedded already by construction. More information can be
found in �issen et al. (2018).

A.3 Military Data at the Country Level

Military expenditure data are taken from the Stockholm International Peace Research Insti-
tute (SIPRI).1 SIPRI collects military spending data from several sources, including government
agencies and international organizations. �e military spending data include all spending on cur-
rent military forces and activities such as personnel, procurement, operations, military research
and development, and construction. �e largest component is usually salaries to and bene�ts of
military personnel. �e data are at an annual frequency.

A.4 Total Factor Productivity

Contrary to the remaining dependent variables, for which we only use data from ARDECO,
TFP measures make use of capital stock estimates from Gardiner et al. (2020).2 Its construction
hinges on the methodology used by Derbyshire et al. (2013), which makes use of the Perpetual
Inventory Method using regional investment series from ARDECO and data from EU KLEMS for
the national depreciation rate and national initial capital stock.3

TFP is then calculated as a residual with a labor share of two-thirds as is common in the
literature. Precisely, we estimate

TFPi,t = exp
(
ln(GV Ai,t)− 1/3× ln(Ki,t)− 2/3× ln(Li,t)

)
(A.1)

1Citation: SIPRI Military Expenditure Database 2019, h�ps://www.sipri.org/databases/milex
2It was necessary to adjust the regional division to be in accordance with the most recent NUTS 2016 version for

France, Ireland, Poland and the United Kingdom.
3More details on its construction can be found here.
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where GV A is total Gross Value-Added, K is capital stock adjusted to constant 2015 EUR
using national CPI data from the World Bank, and L is total hours worked. All variables are
measured at the regional level i and at year t. We use all measures in private sector terms and
obtained them by subtracting the non-market sector values from their total. Hence, there is no
need to remove the government spending component as in Brueckner et al. (2020). We take the
exponential of this expression to compute TFP growth rate in the exact same way as we compute
it for the remaining variables, instead of taking log di�erences.
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Appendix B Data Description Appendix

Figure B.1: Sample Regions and the Share si

Notes: �e Figure depicts the map of European NUTS 2 regions with the share si used in Bartik instrument con-
struction.

Figure B.2: Ratio between Regional and National per capita Government Sending
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Hamburg (DEU) Castilla y León (ESP)
Bourgogne-Franche-Comté (FRA) Norte (PRT)

Notes: �is Figure plots the ratio between regional and national per capita government sending over time for selected
regions in the sample.
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Appendix C Results Appendix

Figure C.1: Private and Public Employment Multipliers
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Notes: Panels C.1a and C.1b show the cumulative employment multipliers for private and non-market sectors relative
to total employment, respectively. Bands are 68% (dark) and 95% (light) con�dence intervals.

Figure C.2: Investment Multiplier
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Notes: �is �gure shows the cumulative relative private investment multiplier (using change in private investment
relative to output). Bands are 68% (dark) and 95% (light) con�dence intervals.
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Table C.1: Output and Employment Multipliers Robustness Checks I

Output Multiplier Employment Multiplier

Impact 1 Year 2 Years 3 Years 4 Years Impact 1 Year 2 Years 3 Years 4 Years

Baseline Speci�cation

Multiplier 2.83∗∗∗ 3.07∗∗∗ 3.06∗∗∗ 2.97∗∗∗ 2.91∗∗∗ 1.46∗∗∗ 1.87∗∗∗ 1.97∗∗∗ 1.93∗∗∗ 1.89∗∗∗

(0.52) (0.41) (0.32) (0.30) (0.23) (0.33) (0.19) (0.18) (0.17) (0.19)
# Obs 2621 2457 2293 2129 1963 2621 2457 2293 2129 1963

Panel A: Excluding AR(1) Outliers

Multiplier 2.92∗∗∗ 3.19∗∗∗ 3.21∗∗∗ 3.14∗∗∗ 3.05∗∗∗ 1.38∗∗∗ 1.80∗∗∗ 1.92∗∗∗ 1.85∗∗∗ 1.83∗∗∗

(0.55) (0.42) (0.30) (0.26) (0.23) (0.31) (0.19) (0.17) (0.15) (0.19)
# Obs 2112 1979 1846 1713 1579 2109 1977 1845 1713 1579

Panel B: Nakamura and Steinsson (2014) Approach with Military Spending

Multiplier 1.02∗ 1.64∗∗∗ 1.95∗∗∗ 2.10∗∗∗ 1.98∗∗∗ 0.45 1.07∗∗∗ 1.29∗∗∗ 1.35∗∗∗ 1.05∗∗∗

(0.62) (0.63) (0.43) (0.32) (0.24) (0.40) (0.36) (0.29) (0.22) (0.15)
# Obs 2627 2461 2295 2129 1963 2627 2461 2295 2129 1963

Panel C: No Controls

Multiplier 2.65∗∗∗ 2.82∗∗∗ 2.78∗∗∗ 2.71∗∗∗ 2.65∗∗∗ 1.70∗∗∗ 1.96∗∗∗ 2.01∗∗∗ 1.97∗∗∗ 1.94∗∗∗

(0.51) (0.40) (0.32) (0.27) (0.20) (0.33) (0.25) (0.21) (0.16) (0.11)
# Obs 2953 2789 2625 2461 2295 2953 2789 2625 2461 2295

Panel D: Excluding regions in top 10% of si

Multiplier 2.92∗∗∗ 3.15∗∗∗ 3.12∗∗∗ 3.01∗∗∗ 2.97∗∗∗ 1.44∗∗∗ 1.84∗∗∗ 1.94∗∗∗ 1.91∗∗∗ 1.87∗∗∗

(0.52) (0.42) (0.32) (0.29) (0.21) (0.32) (0.20) (0.19) (0.19) (0.22)
# Obs 2365 2217 2069 1921 1771 2365 2217 2069 1921 1771

Notes: Panel A excludes regions which present very large or small (top and bo�om 10%) persistence coe�cient
from an AR(1) regression. Panel B shows estimates for output and employment multipliers following Nakamura
and Steinsson (2014) approach and using as the instrument the interaction between aggregate military spending and
regional �xed e�ects. �e results in Panel C show that the estimates are robust to excluding the controls from the
baseline regression (lags of government spending and variable of interest). Panel D excludes the regions with the
largest shares si (top 10%).

ix



Figure C.3: Distribution of Output and Employment Persistence Parameter
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Notes: �is Figure plots the distribution of output and employment persistence parameter from an AR(1) process.

Figure C.4: Impulse Response of Disposable income
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Notes: �e �gure plots the response of a one percent increase of per capita government spending relative to per
capita GDP. �e responses of per capita disposable income are expressed in percent changes (growth rates). Bands
are 68% (dark) and 95% (light) con�dence intervals.
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Table C.2: Output and Employment Multipliers Robustness Check II

Output Multiplier Employment Multiplier

Impact 1-Year 2 Years 3 Years 4 Years Impact 1-Year 2 Years 3 Years 4 Years

Panel A: Baseline Speci�cation

Multiplier 2.83∗∗∗ 3.07∗∗∗ 3.06∗∗∗ 2.97∗∗∗ 2.91∗∗∗ 1.46∗∗∗ 1.87∗∗∗ 1.97∗∗∗ 1.93∗∗∗ 1.89∗∗∗
(0.52) (0.41) (0.32) (0.30) (0.23) (0.33) (0.19) (0.18) (0.17) (0.19)

# Obs 2621 2457 2293 2129 1963 2621 2457 2293 2129 1963

Panel B: Excluding Individual Countries Iteratively

Multiplier Austria 2.84∗∗∗ 3.08∗∗∗ 3.07∗∗∗ 2.95∗∗∗ 2.90∗∗∗ 1.47∗∗∗ 1.88∗∗∗ 1.97∗∗∗ 1.91∗∗∗ 1.88∗∗∗
(0.53) (0.42) (0.33) (0.31) (0.23) (0.34) (0.20) (0.19) (0.18) (0.19)

# Obs 2477 2322 2167 2012 1855 1.50∗∗∗ 1.92∗∗∗ 2.01∗∗∗ 1.96∗∗∗ 1.93∗∗∗

Multiplier Belgium 2.87∗∗∗ 3.12∗∗∗ 3.10∗∗∗ 2.99∗∗∗ 2.94∗∗∗ 1.50∗∗∗ 1.92∗∗∗ 2.01∗∗∗ 1.96∗∗∗ 1.93∗∗∗
(0.50) (0.40) (0.32) (0.30) (0.23) (0.33) (0.19) (0.18) (0.18) (0.20)

# Obs 2445 2292 2139 1986 1831 2445 2292 2139 1986 1831

Multiplier Germany 2.33∗∗∗ 2.65∗∗∗ 2.72∗∗∗ 2.61∗∗∗ 2.54∗∗∗ 1.35∗∗∗ 1.72∗∗∗ 1.81∗∗∗ 1.71∗∗∗ 1.68∗∗∗
(0.40) (0.33) (0.29) (0.28) (0.22) (0.22) (0.15) (0.18) (0.17) (0.21)

# Obs 2013 1887 1761 1635 1507 2013 1887 1761 1635 1507

Multiplier Greece 2.48∗∗∗ 2.64∗∗∗ 2.62∗∗∗ 2.41∗∗∗ 2.37∗∗∗ 1.45∗∗∗ 1.94∗∗∗ 2.08∗∗∗ 1.89∗∗∗ 1.66∗∗∗
(0.49) (0.36) (0.36) (0.44) (0.33) (0.31) (0.28) (0.35) (0.43) (0.47)

# Obs 2439 2288 2137 1986 1833 2439 2288 2137 1986 1833

Multiplier Spain 2.99∗∗∗ 3.16∗∗∗ 3.09∗∗∗ 3.07∗∗∗ 3.00∗∗∗ 1.54∗∗∗ 1.92∗∗∗ 1.99∗∗∗ 2.09∗∗∗ 2.09∗∗∗
(0.52) (0.44) (0.34) (0.30) (0.23) (0.32) (0.18) (0.14) (0.11) (0.11)

# Obs 2317 2172 2027 1882 1735 2317 2172 2027 1882 1735

Multiplier Finland 2.81∗∗∗ 3.06∗∗∗ 3.07∗∗∗ 2.99∗∗∗ 2.93∗∗∗ 1.46∗∗∗ 1.86∗∗∗ 1.96∗∗∗ 1.92∗∗∗ 1.87∗∗∗
(0.53) (0.42) (0.33) (0.30) (0.24) (0.34) (0.20) (0.18) (0.18) (0.20)

# Obs 2541 2382 2223 2064 1903 2541 2382 2223 2064 1903

Multiplier France 2.89∗∗∗ 3.14∗∗∗ 3.09∗∗∗ 3.02∗∗∗ 2.97∗∗∗ 1.45∗∗∗ 1.87∗∗∗ 1.98∗∗∗ 1.95∗∗∗ 1.93∗∗∗
(0.55) (0.48) (0.40) (0.36) (0.28) (0.36) (0.23) (0.19) (0.17) (0.19)

# Obs 2189 2052 1915 1778 1639 2189 2052 1915 1778 1639

Multiplier Ireland 2.98∗∗∗ 3.23∗∗∗ 3.24∗∗∗ 3.15∗∗∗ 3.07∗∗∗ 1.50∗∗∗ 1.92∗∗∗ 2.03∗∗∗ 1.99∗∗∗ 1.95∗∗∗
(0.54) (0.41) (0.29) (0.27) (0.24) (0.35) (0.20) (0.18) (0.17) (0.19)

# Obs 2582 2419 2256 2093 1930 2582 2419 2256 2093 1930

Multiplier Italy 2.82∗∗∗ 3.05∗∗∗ 3.07∗∗∗ 3.00∗∗∗ 2.95∗∗∗ 1.41∗∗∗ 1.82∗∗∗ 1.92∗∗∗ 1.89∗∗∗ 1.87∗∗∗
(0.54) (0.43) (0.31) (0.27) (0.21) (0.34) (0.21) (0.18) (0.17) (0.19)

# Obs 2285 2142 1999 1856 1711 2285 2142 1999 1856 1711

Multiplier Luxembourg 2.84∗∗∗ 3.08∗∗∗ 3.08∗∗∗ 2.98∗∗∗ 2.92∗∗∗ 1.48∗∗∗ 1.89∗∗∗ 1.99∗∗∗ 1.94∗∗∗ 1.91∗∗∗
(0.52) (0.41) (0.32) (0.30) (0.23) (0.33) (0.19) (0.18) (0.17) (0.19)

# Obs 2605 2442 2279 2116 1951 2605 2442 2279 2116 1951

Multiplier Netherlands 2.96∗∗∗ 3.23∗∗∗ 3.20∗∗∗ 3.04∗∗∗ 2.99∗∗∗ 1.48∗∗∗ 1.93∗∗∗ 2.05∗∗∗ 1.98∗∗∗ 1.94∗∗∗
(0.54) (0.40) (0.31) (0.28) (0.20) (0.35) (0.19) (0.17) (0.16) (0.18)

# Obs 2429 2277 2125 1973 1819 2429 2277 2125 1973 1819

Multiplier Portugal 2.88∗∗∗ 3.13∗∗∗ 3.11∗∗∗ 3.02∗∗∗ 2.96∗∗∗ 1.51∗∗∗ 1.88∗∗∗ 1.96∗∗∗ 1.93∗∗∗ 1.89∗∗∗
(0.54) (0.42) (0.32) (0.29) (0.22) (0.34) (0.20) (0.17) (0.16) (0.17)

# Obs 2509 2352 2195 2038 1879 2509 2352 2195 2038 1879

Notes: �is table shows the output and employment multiplier estimates using the baseline speci�cation but exclud-
ing individual countries iteratively from the base sample.
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Table C.3: Output and Employment Multipliers: Decomposition by Economic Sectors

Output Multiplier Employment Multiplier

Impact 1 Year 2 Years 3 Years 4 Years Impact 1 Year 2 Years 3 Years 4 Years

Panel A: Baseline Speci�cation

Multiplier 2.83∗∗∗ 3.07∗∗∗ 3.06∗∗∗ 2.97∗∗∗ 2.91∗∗∗ 1.46∗∗∗ 1.87∗∗∗ 1.97∗∗∗ 1.93∗∗∗ 1.89∗∗∗

(0.52) (0.41) (0.32) (0.30) (0.23) (0.33) (0.19) (0.18) (0.17) (0.19)
# Obs 2621 2457 2293 2129 1963 2621 2457 2293 2129 1963

GVA Multiplier 2.96∗∗∗ 3.14∗∗∗ 3.15∗∗∗ 3.14∗∗∗ 3.11∗∗∗ 1.73∗∗∗ 2.15∗∗∗ 2.29∗∗∗ 2.27∗∗∗ 2.21∗∗∗

(0.52) (0.46) (0.36) (0.30) (0.23) (0.32) (0.19) (0.18) (0.18) (0.20)
# Obs 2621 2457 2293 2129 1963 2621 2457 2293 2129 1963

Panel B: Multipliers by Economic Sectors

Industry 0.65∗∗ 0.59∗∗∗ 0.59∗∗∗ 0.54∗∗∗ 0.51∗∗∗ 0.32∗∗∗ 0.39∗∗∗ 0.42∗∗∗ 0.40∗∗∗ 0.41∗∗∗

(0.26) (0.21) (0.13) (0.09) (0.10) (0.06) (0.04) (0.03) (0.03) (0.02)
# Obs 2621 2457 2293 2129 1963 2621 2457 2293 2129 1963

Construction 0.30∗∗ 0.24∗∗∗ 0.25∗∗∗ 0.22∗∗∗ 0.20∗∗∗ 0.32∗∗∗ 0.40∗∗∗ 0.43∗∗∗ 0.39∗∗∗ 0.39∗∗∗

(0.12) (0.06) (0.06) (0.06) (0.05) (0.09) (0.08) (0.06) (0.06) (0.06)
# Obs 2621 2457 2293 2129 1963 2621 2457 2293 2129 1963

Services 0.76∗∗∗ 0.88∗∗∗ 0.84∗∗∗ 0.77∗∗∗ 0.70∗∗∗ 0.59∗∗∗ 0.75∗∗∗ 0.81∗∗∗ 0.83∗∗∗ 0.76∗∗∗

(0.16) (0.10) (0.11) (0.11) (0.08) (0.12) (0.09) (0.08) (0.07) (0.04)
# Obs 2621 2457 2293 2129 1963 2621 2457 2293 2129 1963

Finance 0.08 0.19 0.18 0.27∗∗∗ 0.35∗∗∗ 0.17∗∗∗ 0.17∗∗∗ 0.13∗∗ 0.14∗∗∗ 0.14∗∗∗

(0.22) (0.13) (0.12) (0.08) (0.07) (0.06) (0.06) (0.06) (0.04) (0.04)
# Obs 2621 2457 2293 2129 1963 2621 2457 2293 2129 1963

Notes: Industry includes all industry with the exception of construction. Services combine wholesale, retail, trans-
port, accommodation and food services, information and communication. Finance refers to �nancial and business
services. Here, all estimated multipliers are expressed in terms of GVA because output series are not available at the
sectoral level. �erefore, the total multiplier (including all sectors) shows minor di�erences compared to the baseline
output (GDP) multiplier.
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Figure C.5: Robustness Check: Spillover Multipliers, 2000-2010

0
1

2
3

4

0 1 2 3
Horizon

(a) Output Multiplier

0
1

2
3

4

0 1 2 3
Horizon

(b) Output Spillover Multiplier
(own country)

0
1

2
3

4

0 1 2 3
Horizon

(c) Output Multiplier

0
1

2
3

4
0 1 2 3

Horizon

(d) Output Spillover Multiplier
(top 1%)

0
.5

1
1.

5
2

0 1 2 3
Horizon

(e) Employment Multiplier

0
.5

1
1.

5
2

0 1 2 3
Horizon

(f) Employment Spillover Multi-
plier (own country)

0
.5

1
1.

5
2

0 1 2 3
Horizon

(g) Employment Multiplier

0
.5

1
1.

5
2

0 1 2 3
Horizon

(h) Employment Spillover Multi-
plier (top 1%)

Notes: Panels 3a and 3b show the GDP multiplier and the spillover multiplier taking into account the spillovers
from all regions, while panels C.5c and C.5d consider only the spillovers from the main trade partners (top 1% of
the weights). Panels 3e and 3f show the employment multiplier and the spillover multiplier taking into account the
spillovers from all regions, while panels C.5g and C.5h consider only the spillovers from the main trade partners (top
1% of the weights). Sample here goes from 2000 to 2010. Bands are 68% (dark) and 90% (light) con�dence intervals.

xiii



Earlier Working Papers: 
For a complete list of Working Papers published by Sveriges Riksbank, see www.riksbank.se 

 
Estimation of an Adaptive Stock Market Model with Heterogeneous Agents  
by Henrik Amilon 

2005:177 

Some Further Evidence on Interest-Rate Smoothing: The Role of Measurement Errors in the Output 
Gap  
by Mikael Apel and Per Jansson 

2005:178 

Bayesian Estimation of an Open Economy DSGE Model with Incomplete Pass-Through  
by Malin Adolfson, Stefan Laséen, Jesper Lindé and Mattias Villani 

2005:179 

Are Constant Interest Rate Forecasts Modest Interventions? Evidence from an Estimated Open 
Economy DSGE Model of the Euro Area  
by Malin Adolfson, Stefan Laséen, Jesper Lindé and Mattias Villani 

2005:180 

Inference in Vector Autoregressive Models with an Informative Prior on the Steady State 
by Mattias Villani 

2005:181 

Bank Mergers, Competition and Liquidity  
by Elena Carletti, Philipp Hartmann and Giancarlo Spagnolo 

2005:182 

Testing Near-Rationality using Detailed Survey Data  
by Michael F. Bryan and Stefan Palmqvist 

2005:183 

Exploring Interactions between Real Activity and the Financial Stance  
by Tor Jacobson, Jesper Lindé and Kasper Roszbach 

2005:184 

Two-Sided Network Effects, Bank Interchange Fees, and the Allocation of Fixed Costs  
by Mats A. Bergman 

2005:185 

Trade Deficits in the Baltic States: How Long Will the Party Last?  
by Rudolfs Bems and Kristian Jönsson 

2005:186 

Real Exchange Rate and Consumption Fluctuations follwing Trade Liberalization  
by Kristian Jönsson 

2005:187 

Modern Forecasting Models in Action: Improving Macroeconomic Analyses at Central Banks 
by Malin Adolfson, Michael K. Andersson, Jesper Lindé, Mattias Villani and Anders Vredin 

2005:188 

Bayesian Inference of General Linear Restrictions on the Cointegration Space  
by Mattias Villani 

2005:189 

Forecasting Performance of an Open Economy Dynamic Stochastic General Equilibrium Model 
by Malin Adolfson, Stefan Laséen, Jesper Lindé and Mattias Villani 

2005:190  

Forecast Combination and Model Averaging using Predictive Measures  
by Jana Eklund and Sune Karlsson 

2005:191 

Swedish Intervention and the Krona Float, 1993-2002  
by Owen F. Humpage and Javiera Ragnartz 

2006:192 

A Simultaneous Model of the Swedish Krona, the US Dollar and the Euro 
by Hans Lindblad and Peter Sellin 

2006:193 

Testing Theories of Job Creation: Does Supply Create Its Own Demand? 
by Mikael Carlsson, Stefan Eriksson and Nils Gottfries 

2006:194 

Down or Out: Assessing The Welfare Costs of Household Investment Mistakes 
by Laurent E. Calvet, John Y. Campbell and Paolo Sodini  

2006:195 

Efficient Bayesian Inference for Multiple Change-Point and Mixture Innovation Models 
by Paolo Giordani and Robert Kohn 

2006:196 

Derivation and Estimation of a New Keynesian Phillips Curve in a Small Open Economy 
by Karolina Holmberg 

2006:197 

Technology Shocks and the Labour-Input Response: Evidence from Firm-Level Data 
by Mikael Carlsson and Jon Smedsaas 

2006:198 

Monetary Policy and Staggered Wage Bargaining when Prices are Sticky 
by Mikael Carlsson and Andreas Westermark 

2006:199 

The Swedish External Position and the Krona  
by Philip R. Lane 

2006:200 



Price Setting Transactions and the Role of Denominating Currency in FX Markets 
by Richard Friberg and Fredrik Wilander 

2007:201  

The geography of asset holdings: Evidence from Sweden 
by Nicolas Coeurdacier and Philippe Martin 

2007:202 

Evaluating An Estimated New Keynesian Small Open Economy Model  
by Malin Adolfson, Stefan Laséen, Jesper Lindé and Mattias Villani 

2007:203 

The Use of Cash and the Size of the Shadow Economy in Sweden 
by Gabriela Guibourg and Björn Segendorf 

2007:204 

Bank supervision Russian style: Evidence of conflicts between micro- and macro-prudential concerns  
by Sophie Claeys and Koen Schoors  

2007:205 

Optimal Monetary Policy under Downward Nominal Wage Rigidity 
by Mikael Carlsson and Andreas Westermark 

2007:206 

Financial Structure, Managerial Compensation and Monitoring 
by Vittoria Cerasi and Sonja Daltung 

2007:207 

Financial Frictions, Investment and Tobin’s q  
by Guido Lorenzoni and Karl Walentin 

2007:208 

Sticky Information vs Sticky Prices: A Horse Race in a DSGE Framework 
by Mathias Trabandt 

2007:209 

Acquisition versus greenfield: The impact of the mode of foreign bank entry on information and bank 
lending rates  
by Sophie Claeys and Christa Hainz 

2007:210 

Nonparametric Regression Density Estimation Using Smoothly Varying Normal Mixtures 
by Mattias Villani, Robert Kohn and Paolo Giordani 

2007:211 

The Costs of Paying – Private and Social Costs of Cash and Card 
by Mats Bergman, Gabriella Guibourg and Björn Segendorf 

2007:212 

Using a New Open Economy Macroeconomics model to make real nominal exchange rate forecasts  
by Peter Sellin 

2007:213 

Introducing Financial Frictions and Unemployment into a Small Open Economy Model 
by Lawrence J. Christiano, Mathias Trabandt and Karl Walentin 

2007:214 

Earnings Inequality and the Equity Premium  
by Karl Walentin 

2007:215 

Bayesian forecast combination for VAR models  
by Michael K. Andersson and Sune Karlsson 

2007:216 

Do Central Banks React to House Prices? 
by Daria Finocchiaro and Virginia Queijo von Heideken 

2007:217 

The Riksbank’s Forecasting Performance 
by Michael K. Andersson, Gustav Karlsson and Josef Svensson 

2007:218 

Macroeconomic Impact on Expected Default Freqency 
by Per Åsberg and Hovick Shahnazarian 

2008:219 

Monetary Policy Regimes and the Volatility of Long-Term Interest Rates 
by Virginia Queijo von Heideken 

2008:220 

Governing the Governors: A Clinical Study of Central Banks 
by Lars Frisell, Kasper Roszbach and Giancarlo Spagnolo 

2008:221 

The Monetary Policy Decision-Making Process and the Term Structure of Interest Rates 
by Hans Dillén 

2008:222 

How Important are Financial Frictions in the U S and the Euro Area 
by Virginia Queijo von Heideken 

2008:223 

Block Kalman filtering for large-scale DSGE models  
by Ingvar Strid and Karl Walentin 

2008:224 

Optimal Monetary Policy in an Operational Medium-Sized DSGE Model 
by Malin Adolfson, Stefan Laséen, Jesper Lindé and Lars E. O. Svensson 

2008:225 

Firm Default and Aggregate Fluctuations  
by Tor Jacobson, Rikard Kindell, Jesper Lindé and Kasper Roszbach 

2008:226 

Re-Evaluating Swedish Membership in EMU: Evidence from an Estimated Model 
by Ulf Söderström 

2008:227 



The Effect of Cash Flow on Investment: An Empirical Test of the Balance Sheet Channel 
by Ola Melander 

2009:228 

Expectation Driven Business Cycles with Limited Enforcement 
by Karl Walentin 

2009:229 

Effects of Organizational Change on Firm Productivity 
by Christina Håkanson 

2009:230 

Evaluating Microfoundations for Aggregate Price Rigidities: Evidence from Matched Firm-Level Data on 
Product Prices and Unit Labor Cost  
by Mikael Carlsson and Oskar Nordström Skans 

2009:231 

Monetary Policy Trade-Offs in an Estimated Open-Economy DSGE Model 
by Malin Adolfson, Stefan Laséen, Jesper Lindé and Lars E. O. Svensson 

2009:232 

Flexible Modeling of Conditional Distributions Using Smooth Mixtures of Asymmetric 
Student T Densities  
by Feng Li, Mattias Villani and Robert Kohn 

2009:233 

Forecasting Macroeconomic Time Series with Locally Adaptive Signal Extraction 
by Paolo Giordani and Mattias Villani 

2009:234 

Evaluating Monetary Policy  
by Lars E. O. Svensson 

2009:235 

Risk Premiums and Macroeconomic Dynamics in a Heterogeneous Agent Model 
by Ferre De Graeve, Maarten Dossche, Marina Emiris, Henri Sneessens and Raf Wouters 

2010:236 

Picking the Brains of MPC Members  
by Mikael Apel, Carl Andreas Claussen and Petra Lennartsdotter 

2010:237 

Involuntary Unemployment and the Business Cycle  
by Lawrence J. Christiano, Mathias Trabandt and Karl Walentin 

2010:238 

Housing collateral and the monetary transmission mechanism  
by Karl Walentin and Peter Sellin 

2010:239 

The Discursive Dilemma in Monetary Policy  
by Carl Andreas Claussen and Øistein Røisland 

2010:240 

Monetary Regime Change and Business Cycles  
by Vasco Cúrdia and Daria Finocchiaro 

2010:241 

Bayesian Inference in Structural Second-Price common Value Auctions  
by Bertil Wegmann and Mattias Villani 

2010:242 

Equilibrium asset prices and the wealth distribution with inattentive consumers 
by Daria Finocchiaro 

2010:243 

Identifying VARs through Heterogeneity: An Application to Bank Runs 
by Ferre De Graeve and Alexei Karas 

2010:244 

Modeling Conditional Densities Using Finite Smooth Mixtures 
by Feng Li, Mattias Villani and Robert Kohn 

2010:245 

The Output Gap, the Labor Wedge, and the Dynamic Behavior of Hours 
by Luca Sala, Ulf Söderström and Antonella Trigari 

2010:246 

Density-Conditional Forecasts in Dynamic Multivariate Models 
by Michael K. Andersson, Stefan Palmqvist and Daniel F. Waggoner 

2010:247 

Anticipated Alternative Policy-Rate Paths in Policy Simulations 
by Stefan Laséen and Lars E. O. Svensson 

2010:248 

MOSES: Model of Swedish Economic Studies  
by Gunnar Bårdsen, Ard den Reijer, Patrik Jonasson and Ragnar Nymoen 

2011:249 

The Effects of Endogenuos Firm Exit on Business Cycle Dynamics and Optimal Fiscal Policy  
by Lauri Vilmi 

2011:250 

Parameter Identification in a Estimated New Keynesian Open Economy Model 
by Malin Adolfson and Jesper Lindé 

2011:251 

Up for count? Central bank words and financial stress  
by Marianna Blix Grimaldi 

2011:252 

Wage Adjustment and Productivity Shocks 
by Mikael Carlsson, Julián Messina and Oskar Nordström Skans 

2011:253 



Stylized (Arte) Facts on Sectoral Inflation  
by Ferre De Graeve and Karl Walentin 

2011:254 

Hedging Labor Income Risk 
by Sebastien Betermier, Thomas Jansson, Christine A. Parlour and Johan Walden 

2011:255 

Taking the Twists into Account: Predicting Firm Bankruptcy Risk with Splines of Financial Ratios 
by Paolo Giordani, Tor Jacobson, Erik von Schedvin and Mattias Villani 

2011:256 

Collateralization, Bank Loan Rates and Monitoring: Evidence from a Natural Experiment 
by Geraldo Cerqueiro, Steven Ongena and Kasper Roszbach 

2012:257 

On the Non-Exclusivity of Loan Contracts: An Empirical Investigation 
by Hans Degryse, Vasso Ioannidou and Erik von Schedvin 

2012:258 

Labor-Market Frictions and Optimal Inflation  
by Mikael Carlsson and Andreas Westermark 

2012:259 

Output Gaps and Robust Monetary Policy Rules  
by Roberto M. Billi 

2012:260 

The Information Content of Central Bank Minutes 
by Mikael Apel and Marianna Blix Grimaldi 

2012:261 

The Cost of Consumer Payments in Sweden                              2012:262 
by Björn Segendorf and Thomas Jansson  

Trade Credit and the Propagation of Corporate Failure: An Empirical Analysis                            2012:263 
by Tor Jacobson and Erik von Schedvin  

Structural and Cyclical Forces in the Labor Market During the Great Recession: Cross-Country Evidence 2012:264 
by Luca Sala, Ulf Söderström and AntonellaTrigari  

Pension Wealth and Household Savings in Europe: Evidence from SHARELIFE   2013:265 
by Rob Alessie, Viola Angelini and Peter van Santen  

Long-Term Relationship Bargaining     2013:266 
by Andreas Westermark  

Using Financial Markets To Estimate the Macro Effects of Monetary Policy: An Impact-Identified FAVAR* 2013:267 
by Stefan Pitschner  

DYNAMIC MIXTURE-OF-EXPERTS MODELS FOR LONGITUDINAL AND DISCRETE-TIME SURVIVAL DATA 2013:268 
by Matias Quiroz and Mattias Villani  

Conditional euro area sovereign default risk     2013:269 
by André Lucas, Bernd Schwaab and Xin Zhang  

Nominal GDP Targeting and the Zero Lower Bound: Should We Abandon Inflation Targeting?*  2013:270 
by Roberto M. Billi  

Un-truncating VARs*       2013:271 
by Ferre De Graeve and Andreas Westermark  

Housing Choices and Labor Income Risk     2013:272 
by Thomas Jansson  

Identifying Fiscal Inflation*       2013:273 
by Ferre De Graeve and Virginia Queijo von Heideken  

On the Redistributive Effects of Inflation: an International Perspective*   2013:274 
by Paola Boel  

Business Cycle Implications of Mortgage Spreads*     2013:275 
by Karl Walentin  

Approximate dynamic programming with post-decision states as a solution method for dynamic   2013:276 
economic models by Isaiah Hull  

A detrimental feedback loop: deleveraging and adverse selection     2013:277 
by Christoph Bertsch  

Distortionary Fiscal Policy and Monetary Policy Goals    2013:278 
by Klaus Adam and Roberto M. Billi   

Predicting the Spread of Financial Innovations: An Epidemiological Approach   2013:279 
by Isaiah Hull  

Firm-Level Evidence of Shifts in the Supply of Credit    2013:280 
by Karolina Holmberg   

 



Lines of Credit and Investment: Firm-Level Evidence of Real Effects of the Financial Crisis  2013:281 
by Karolina Holmberg   

A wake-up call: information contagion and strategic uncertainty     2013:282 
by Toni Ahnert and Christoph Bertsch   

Debt Dynamics and Monetary Policy: A Note      2013:283 
by Stefan Laséen and Ingvar Strid   

Optimal taxation with home production      2014:284 
by Conny Olovsson   

Incompatible European Partners? Cultural Predispositions and Household Financial Behavior  2014:285 
by Michael Haliassos, Thomas Jansson and Yigitcan Karabulut   

How Subprime Borrowers and Mortgage Brokers Shared the Piecial Behavior   2014:286 
by Antje Berndt, Burton Hollifield and Patrik Sandås   

The Macro-Financial Implications of House Price-Indexed Mortgage Contracts   2014:287 
by Isaiah Hull   

Does Trading Anonymously Enhance Liquidity?     2014:288 
by Patrick J. Dennis and Patrik Sandås  

Systematic bailout guarantees and tacit coordination    2014:289 
by Christoph Bertsch, Claudio Calcagno and Mark Le Quement  

Selection Effects in Producer-Price Setting     2014:290 
by Mikael Carlsson  

Dynamic Demand Adjustment and Exchange Rate Volatility    2014:291 
by Vesna Corbo  

Forward Guidance and Long Term Interest Rates: Inspecting the Mechanism   2014:292 
by Ferre De Graeve, Pelin Ilbas & Raf Wouters  

Firm-Level Shocks and Labor Adjustments     2014:293 
by Mikael Carlsson, Julián Messina and Oskar Nordström Skans  

A wake-up call theory of contagion     2015:294 
by Toni Ahnert and Christoph Bertsch  

Risks in macroeconomic fundamentals and excess bond returns predictability   2015:295 
by Rafael B. De Rezende  

The Importance of Reallocation for Productivity Growth: Evidence from European and US Banking  2015:296 
by Jaap W.B. Bos and Peter C. van Santen  

SPEEDING UP MCMC BY EFFICIENT DATA SUBSAMPLING     2015:297 
by Matias Quiroz, Mattias Villani and Robert Kohn  

Amortization Requirements and Household Indebtedness: An Application to Swedish-Style Mortgages  2015:298 
by Isaiah Hull  

Fuel for Economic Growth?       2015:299 
by Johan Gars and Conny Olovsson  

Searching for Information       2015:300 
by Jungsuk Han and Francesco Sangiorgi   

What Broke First? Characterizing Sources of Structural Change Prior to the Great Recession   2015:301 
by Isaiah Hull   

Price Level Targeting and Risk Management       2015:302 
by Roberto Billi  

Central bank policy paths and market forward rates: A simple model     2015:303 
by Ferre De Graeve and Jens Iversen  

Jump-Starting the Euro Area Recovery: Would a Rise in Core Fiscal Spending Help the Periphery?    2015:304 
by Olivier Blanchard, Christopher J. Erceg and Jesper Lindé  

Bringing Financial Stability into Monetary Policy*      2015:305 
by Eric M. Leeper and James M. Nason   

SCALABLE MCMC FOR LARGE DATA PROBLEMS USING DATA SUBSAMPLING AND  2015:306 
THE DIFFERENCE ESTIMATOR   
by MATIAS QUIROZ, MATTIAS VILLANI AND ROBERT KOHN  

 
 
 



SPEEDING UP MCMC BY DELAYED ACCEPTANCE AND DATA SUBSAMPLING   2015:307 
by MATIAS QUIROZ  

Modeling financial sector joint tail risk in the euro area     2015:308 
by André Lucas, Bernd Schwaab and Xin Zhang  

Score Driven Exponentially Weighted Moving Averages and Value-at-Risk Forecasting   2015:309 
by André Lucas and Xin Zhang  

On the Theoretical Efficacy of Quantitative Easing at the Zero Lower Bound     2015:310 
by Paola Boel and Christopher J. Waller   

Optimal Inflation with Corporate Taxation and Financial Constraints    2015:311 
by Daria Finocchiaro, Giovanni Lombardo, Caterina Mendicino and Philippe Weil  

Fire Sale Bank Recapitalizations       2015:312 
by Christoph Bertsch and Mike Mariathasan  

Since you’re so rich, you must be really smart: Talent and the Finance Wage Premium   2015:313 
by Michael Böhm, Daniel Metzger and Per Strömberg  

Debt, equity and the equity price puzzle     2015:314 
by Daria Finocchiaro and Caterina Mendicino  

Trade Credit: Contract-Level Evidence Contradicts Current Theories    2016:315 
by Tore Ellingsen, Tor Jacobson and Erik von Schedvin   

Double Liability in a Branch Banking System: Historical Evidence from Canada    2016:316 
by Anna Grodecka and Antonis Kotidis    

Subprime Borrowers, Securitization and the Transmission of Business Cycles    2016:317 
by Anna Grodecka    

Real-Time Forecasting for Monetary Policy Analysis: The Case of Sveriges Riksbank   2016:318 
by Jens Iversen, Stefan Laséen, Henrik Lundvall and Ulf Söderström      

Fed Liftoff and Subprime Loan Interest Rates: Evidence from the Peer-to-Peer Lending    2016:319 
by Christoph Bertsch, Isaiah Hull and Xin Zhang  

Curbing Shocks to Corporate Liquidity: The Role of Trade Credit     2016:320 
by Niklas Amberg, Tor Jacobson, Erik von Schedvin and Robert Townsend  

Firms’ Strategic Choice of Loan Delinquencies      2016:321 
by Paola Morales-Acevedo  

Fiscal Consolidation Under Imperfect Credibility      2016:322 
by Matthieu Lemoine and Jesper Lindé  

Challenges for Central Banks’ Macro Models      2016:323 
by Jesper Lindé, Frank Smets and Rafael Wouters  

 The interest rate effects of government bond purchases away from the lower bound   2016:324 
by Rafael B. De Rezende  

COVENANT-LIGHT CONTRACTS AND CREDITOR COORDINATION      2016:325 
by Bo Becker and Victoria Ivashina    

Endogenous Separations, Wage Rigidities and Employment Volatility        2016:326 
by Mikael Carlsson and Andreas Westermark    

Renovatio Monetae: Gesell Taxes in Practice         2016:327 
by Roger Svensson and Andreas Westermark   

Adjusting for Information Content when Comparing Forecast Performance    2016:328 
by Michael K. Andersson, Ted Aranki and André Reslow   

Economic Scarcity and Consumers’ Credit Choice    2016:329 
by Marieke Bos, Chloé Le Coq and Peter van Santen   

Uncertain pension income and household saving     2016:330 
by Peter van Santen   

Money, Credit and Banking and the Cost of Financial Activity     2016:331 
by Paola Boel and Gabriele Camera  

Oil prices in a real-business-cycle model with precautionary demand for oil    2016:332 
by Conny Olovsson    

Financial Literacy Externalities       2016:333 
by Michael Haliasso, Thomas Jansson and Yigitcan Karabulut   

 



The timing of uncertainty shocks in a small open economy    2016:334 
by Hanna Armelius, Isaiah Hull and Hanna Stenbacka Köhler    

Quantitative easing and the price-liquidity trade-off    2017:335 
by Marien Ferdinandusse, Maximilian Freier and Annukka Ristiniemi   

What Broker Charges Reveal about Mortgage Credit Risk    2017:336 
by Antje Berndt, Burton Hollifield and Patrik Sandåsi   

Asymmetric Macro-Financial Spillovers     2017:337 
by Kristina Bluwstein   

Latency Arbitrage When Markets Become Faster                                                                                                         2017:338 
by Burton Hollifield, Patrik Sandås and Andrew Todd   

How big is the toolbox of a central banker? Managing expectations with policy-rate forecasts:   2017:339 
Evidence from Sweden   
by Magnus Åhl  

International business cycles: quantifying the effects of a world market for oil    2017:340 
by Johan Gars and Conny Olovsson l  

Systemic Risk: A New Trade-Off for Monetary Policy?    2017:341 
by Stefan Laséen, Andrea Pescatori and Jarkko Turunen   

Household Debt and Monetary Policy: Revealing the Cash-Flow Channel   2017:342 
by Martin Flodén, Matilda Kilström, Jósef Sigurdsson and Roine Vestman  

House Prices, Home Equity, and Personal Debt Composition    2017:343 
by Jieying Li and Xin Zhang    

Identification and Estimation issues in Exponential Smooth Transition Autoregressive Models  2017:344 
by Daniel Buncic  

Domestic and External Sovereign Debt      2017:345 
by Paola Di Casola and Spyridon Sichlimiris  

The Role of Trust in Online Lending     
by Christoph Bertsch, Isaiah Hull, Yingjie Qi and Xin Zhang 

2017:346 

On the effectiveness of loan-to-value regulation in a multiconstraint framework                                                 
by Anna Grodecka 

2017:347 

Shock Propagation and Banking Structure    
by Mariassunta Giannetti and Farzad Saidi   

2017:348 

The Granular Origins of House Price Volatility     2017:349 
by Isaiah Hull, Conny Olovsson, Karl Walentin and Andreas Westermark    

Should We Use Linearized Models To Calculate Fiscal Multipliers?   2017:350 
by Jesper Lindé and Mathias Trabandt     

The impact of monetary policy on household borrowing – a high-frequency IV identification  
by Maria Sandström 

2018:351 

Conditional exchange rate pass-through: evidence from Sweden    2018:352 
by Vesna Corbo and Paola Di Casola  
Learning on the Job and the Cost of Business Cycles  
by Karl Walentin and Andreas Westermark  

2018:353 

Trade Credit and Pricing: An Empirical Evaluation 
by Niklas Amberg, Tor Jacobson and Erik von Schedvin  

2018:354 

A shadow rate without a lower bound constraint 
by Rafael B. De Rezende and Annukka Ristiniemi  

2018:355 

Reduced "Border Effects", FTAs and International Trade 
by Sebastian Franco and Erik Frohm  

2018:356 

Spread the Word: International Spillovers from Central Bank Communication 
by Hanna Armelius, Christoph Bertsch, Isaiah Hull and Xin Zhang  

2018:357 

Predictors of Bank Distress: The 1907 Crisis in Sweden  
by Anna Grodecka, Seán Kenny and Anders Ögren  

2018:358 

  
  
  
  
 
  



Diversication Advantages During the Global Financial Crisis  
by Mats Levander  

           2018:359 

Towards Technology-News-Driven Business Cycles  
by Paola Di Casola and Spyridon Sichlimiris   

           2018:360 

The Housing Wealth Effect: Quasi-Experimental Evidence 
by Dany Kessel, Björn Tyrefors and Roine  

           2018:361 

Identification Versus Misspecification in New Keynesian Monetary Policy Models 
by Malin Adolfson, Stefan Laseén, Jesper Lindé and Marco Ratto  

           2018:362 

The Macroeconomic Effects of Trade Tariffs: Revisiting the Lerner Symmetry Result  
by Jesper Lindé and Andrea Pescatori  

           2019:363 

Biased Forecasts to Affect Voting Decisions? The Brexit Case  
by Davide Cipullo and André Reslow  

           2019:364 

The Interaction Between Fiscal and Monetary Policies: Evidence from Sweden  
by Sebastian Ankargren and Hovick Shahnazarian  

           2019:365 

Designing a Simple Loss Function for Central Banks: Does a Dual Mandate Make Sense?  
by Davide Debortoli, Jinill Kim and Jesper Lindé   

           2019:366 

Gains from Wage Flexibility and the Zero Lower Bound  
by Roberto M. Billi and Jordi Galí   

           2019:367 

Fixed Wage Contracts and Monetary Non-Neutrality  
by Maria Björklund, Mikael Carlsson and Oskar Nordström Skans    

           2019:368 

The Consequences of Uncertainty: Climate Sensitivity and Economic Sensitivity to the Climate 
by John Hassler, Per Krusell and Conny Olovsson  

           2019:369 

Does Inflation Targeting Reduce the Dispersion of Price Setters’ Inflation Expectations? 
by Charlotte Paulie  

           2019:370 

Subsampling Sequential Monte Carlo for Static Bayesian Models 
by David Gunawan, Khue-Dung Dang, Matias Quiroz, Robert Kohn and Minh-Ngoc Tran 

           2019:371 

Hamiltonian Monte Carlo with Energy Conserving Subsampling 
by Khue-Dung Dang, Matias Quiroz, Robert Kohn, Minh-Ngoc Tran and Mattias Villani 

           2019:372 

Institutional Investors and Corporate Investment 
by Cristina Cella  

           2019:373 

The Impact of Local Taxes and Public Services on Property Values  
by Anna Grodecka and Isaiah Hull  

           2019:374 

Directed technical change as a response to natural-resource scarcity  
by John Hassler, Per Krusell and Conny Olovsson 

           2019:375 

A Tale of Two Countries: Cash Demand in Canada and Sweden  
by Walter Engert, Ben Fung and Björn Segendorf  

           2019:376 

Tax and spending shocks in the open economy: are the deficits twins?  
by Mathias Klein and Ludger Linnemann  

           2019:377 

Mind the gap! Stylized dynamic facts and structural models  
by Fabio Canova and Filippo Ferroni  

           2019:378 

Financial Buffers, Unemployment Duration and Replacement Labor Income  
by Mats Levander   

           2019:379 

Inefficient Use of Competitors' Forecasts?  
by André Reslow    

           2019:380 

How Much Information Do Monetary Policy Committees Disclose? Evidence from the FOMC's Minutes 
and Transcripts   
by Mikael Apel, Marianna Blix Grimaldi and Isaiah Hull     

           2019:381 

Risk endogeneity at the lender/investor-of-last-resort  
by Diego Caballero, André Lucas, Bernd Schwaab and Xin Zhang  

           2019:382 

Heterogeneity in Households’ Expectations of Housing Prices – Evidence from Micro Data 
by Erik Hjalmarsson and Pär Österholm  

           2019:383 

Big Broad Banks: How Does Cross-Selling A Affect Lending? 
by Yingjie Qi  

           2020:384 

Unemployment Fluctuations and Nominal GDP Targeting 
by Roberto Billi  

           2020:385 



FAQ: How do I extract the output gap? 
by Fabio Canova  

           2020:386 

Drivers of consumer prices and exchange rates in small open economies  
by Vesna Corbo and Paola Di Casola 

           2020:387 

TFP news, stock market booms and the business cycle: Revisiting the evidence with VEC models  
by Paola Di Casola and Spyridon Sichlimiris 

           2020:388 

The costs of macroprudential deleveraging in a liquidity trap  
by Jiaqian Chen, Daria Finocchiaro, Jesper Lindé and Karl Walentin 

           2020:389 

The Role of Money in Monetary Policy at the Lower Bound  
by Roberto M. Billi, Ulf Söderström and Carl E. Walsh  

           2020:390 

MAJA: A two-region DSGE model for Sweden and its main trading partners 
by Vesna Corbo and Ingvar Strid  

           2020:391 

The interaction between macroprudential and monetary policies: The cases of Norway and Sweden  
by Jin Cao, Valeriya Dinger, Anna Grodecka-Messi, Ragnar Juelsrud and Xin Zhang   

           2020:392 

Withering Cash: Is Sweden ahead of the curve or just special?  
by Hanna Armelius, Carl Andreas Claussen and André Reslow   

           2020:393 

Labor shortages and wage growth  
by Erik Frohm   

           2020:394 

Macro Uncertainty and Unemployment Risk  
by Joonseok Oh and Anna Rogantini Picco  

           2020:395 

Monetary Policy Surprises, Central Bank Information Shocks, and Economic Activity in a Small Open 
Economy  
by Stefan Laséen   

           2020:396 

Econometric issues with Laubach and Williams’ estimates of the natural rate of interest 
by Daniel Buncic    

           2020:397 

Quantum Technology for Economists  
by Isaiah Hull, Or Sattath, Eleni Diamanti and Göran Wendin    

           2020:398 

Modeling extreme events: time-varying extreme tail shape  
by Bernd Schwaab, Xin Zhang and André Lucas    

           2020:399 

  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 
 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 



  
  
   
      
      
 
      
      
     
      
     
     
      
      
      
 
      
 
 
 
 
 
 
 
 
 
 
 



 

 

Sveriges Riksbank 
Visiting address: Brunkebergs torg 11 
Mail address: se-103 37 Stockholm 
 
Website: www.riksbank.se 
Telephone: +46 8 787 00 00, Fax: +46 8 21 05 31 
E-mail: registratorn@riksbank.se 


	Earlier Working Papers:
	WP_GKP.pdf
	Introduction
	Data 
	Regional Government Spending Data

	Methodology 
	Results 
	Output and Employment Multipliers
	Robustness
	Instrument Construction and Accounting for Intermediate Consumption
	Unexpected Variation in National Spending
	Alternative Samples and Controlling for the National Fiscal Stance

	Impulse Response Analysis
	Sectoral Analysis
	Regional Fiscal Spillovers
	State Dependent Multipliers

	Conclusion 
	Appendix Data Appendix
	ARDECO - Regional European Data 
	PBL EUREGIO database
	Military Data at the Country Level 
	Total Factor Productivity 

	Appendix Data Description Appendix 
	Appendix Results Appendix 


