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Abstract

Using a unique dataset of all Swedish housing transactions over the 2009-2017 pe-
riod, we find that an increase in manufacturing’s share of employment is positively as-
sociated with house price growth volatility and negatively associated with risk-adjusted
housing returns. Both effects appear to be related to manufacturing’s impact on firm
concentration and employment volatility. Moreover, as we demonstrate in an appli-
cation, our results have implications for portfolio choice. They also suggest that the
manufacturing decline since 1970 could account for a 32% reduction in house price

volatility in Sweden, and similar reductions in the U.S., U.K., and Japan.
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1 Introduction

Existing work has shown that labor income risk shifts housing demand, potentially
generating house price volatility (Adelino et al., 2018). Since manufacturing is a large
and volatile sector in most high income countries, its decline as a share of employment
and income since the 1970s has important implications for house price risk.! We exam-
ine this relationship using a unique dataset of all property transactions in Sweden over
the 2009-2017 period.? This is particularly important because other drivers of country-
level house price volatility, such as financial crises, tend to be transitory; whereas the
decline in the manufacturing share appears to be permanent. The decline in manufac-
turing also tends to be broadly-based geographically within a country, which is not true
in general for other regional drivers of house price growth volatility. Furthermore, as
recent work has shown (Kuhn et al., 2018), households with below-median income have
historically held few assets besides housing. Thus, shifts in house price volatility have
substantial implications for portfolio choice and welfare, since house price volatility is
associated with consumption volatility.

The dataset we construct allows us to exploit geographic and time variation to
identify the impact of manufacturing share on house price growth volatility and risk-
adjusted returns. Furthermore, it also permits us to evaluate the channels through
which dependence on manufacturing affects the housing market. In particular, we
measure how house price growth volatility is affected by firm concentration and em-
ployment volatility.?> Our comprehensive geographic coverage enables us to measure
volatility and risk-adjusted returns at all levels of geography. While most of our find-

ings and simulation exercises focus on regional and national volatility, we will also

1Case and Mayer (1996) and Howard and Liebersohn (2018) show that manufacturing has an impact on
the level of local and regional house prices. See Charles et al. (2013) and Charles et al. (2018) for an overview
of the impact of manufacturing’s decline on employment, the labor market, and drug abuse.

2See Zhou and Haurin (2010) for an overview of housing characteristics that typically generate volatility.
They use American Housing Survey data to show that volatility is typically higher for very high and very
low quality homes, atypical homes, “land leveraged” homes, and minority-owned homes.

3We show that the generation of employment growth volatility at least partly explains the relationship
between manufacturing share of employment and house price growth volatility. The existing literature has
also documented a robust association between income level and volatility, and house price growth volatility
(e.g. Hartman-Glaser and Mann (2017), Peng and Thibodeau (2017), and Peng and Thibodeau (2013).)



examine how volatility varies within region.*

Our dependent variable in most regression exercises is house price growth volatility.
We construct this variable by first computing returns on repeat sales and then applying
the Davidian and Carroll (1987) method to obtain a measure of instantaneous volatility

5 The first exercise estimates the impact

with both time and geographic variation.
of manufacturing share at the region level in 2008 on our measure of volatility for
housing transactions between 2009 and 2017. We find that a 10 percentage point (ppt)
increase in the manufacturing share implies a 0.79 to 1.42ppt increase in house price
growth volatility. For the median property, this is equivalent to a 12% to 21% increase
in house price growth volatility. These results are largely invariant to specification
and remain significant whether we adjust standard errors for heteroskedasticity and
autocorrelation or cluster them at the narrowest geographic unit. We also show that
the results hold both in an instrumental variables (IV) setting and also when volatility
is aggregated up to the regional level in a cross-sectional regression. Furthermore,
the dynamic regressions are robust to the inclusion of geographic fixed effects, which
capture the impact of Saiz-style (2010) measures of housing supply elasticity on house
price volatility. This suggests that the effect measured in our dynamic regressions
is likely to be related to demand-driven factors, such as expected future income and
employment.

In addition to measuring the impact of manufacturing share on house price growth
volatility, we also try to determine the channels that mediate this relationship. The
first channel we explore is employment growth volatility, which may be affected by
dependence on manufacturing share at the national, regional, or local level. Higher

employment volatility could generate fluctuations in housing demand, which would in-

4Flavin and Yamashita (2002) provide the first examination of idiosyncratic volatility at the property
level. Giacoletti (2017) documents idiosyncratic variation in house price volatility within the Los Angeles,
San Diego, and San Francisco metropolitan areas. Landvoigt et al. (2015) examines San Diego and finds
that ZIP codes with lower house prices in 2000 experienced greater capital gains volatility leading up to the
Great Recession.

>Our selected measure of volatility has been used in finance (e.g. Schwert (1989)), macroeconomics (e.g.
McConnell and Perez-Quiros (1990)), and real estate economics (e.g. Goodman and Thibodeau (1998)).
Furthermore, Bollerslev et al. (2015) emphasize the importance of using the repeat-sales method when
constructing measures of local house prices and house price volatility from microdata.



crease house price volatility. This relationship has been documented in existing work
for manufacturing share and output volatility (Carvalho and Gabaix, 2013). Addition-
ally, the literature has demonstrated an association between house price growth and
manufacturing share (Case and Mayer (1996) and Howard and Liebersohn (2018)).
We find that regional variation in employment growth volatility is positively associ-
ated with house price growth volatility. In particular, when we include employment
growth volatility in a regression of house price growth volatility on manufacturing share
of employment, we find that the magnitude of the coefficient on manufacturing share is
reduced by 39%. Furthermore, removing manufacturing share increases the magnitude
of the coefficient on employment growth volatility by 80%. This suggests that manu-
facturing share may partially affect house price volatility through employment growth
volatility.

Another channel we examine is the impact manufacturing has on the concentra-
tion of employment into a smaller number of firms. In our sample, for instance, 9 of
15 of the largest employers in Sweden are manufacturers, even though manufacturing
employs less than 15% of the workers. Thus, employment in areas dominated by man-
ufacturing might be more vulnerable to firm-specific shocks. We test this hypothesis
by evaluating how firm concentration affects house price growth volatility. We do this
by constructing local Herfindahl-Hirschman Indices (HHIs). A high HHI value im-
plies high firm concentration, indicating that local employment and income are more
exposed to firm-specific shocks. Our preferred regression specification includes region-
time fixed effects, time-varying local controls, and property level controls. We find that
a one standard deviation increase of the local HHI index is associated with with a 1.01
to 1.45ppt increase in house price growth volatility. For the median property, this is
equivalent to a 15% to 21% increase in house price growth volatility. These findings
are largely invariant to the choice of specification and are robust to choice of standard

error adjustment.5

6We also establish independent evidence for the firm concentration channel by estimating how sensitive
house price growth volatility is to news about individual manufacturers in Section 5.1. Beyond this, we per-
form a separate exercise using regional news on both manufacturing and housing over the 1850-2017 period.



Finally, we evaluate whether the house price growth volatility associated with man-
ufacturing is compensated for by higher returns and find that it is not. We find that a
10ppt increase in manufacturing is associated with a 0.22 to 0.25ppt reduction in the
housing returns Sharpe ratio, which suggests that the decline in manufacturing’s share
since the 1970s may have made housing a better investment. Similarly, a doubling of
firm concentration is associated with a Sharpe ratio reduction of 0.16 to 0.21ppt.

Beyond our empirical results, we work through two applications that highlight the
importance of our findings. The first evaluates the portfolio choice implications of a
positive association between manufacturing share and house price growth volatility.
Among other things, we show that the portfolio component of a homeowner’s location
choice can be distilled to a comparison between housing return volatilities and income
covariances with housing returns across different cities. Furthermore, under reasonable
assumptions, we show that manufacturing workers can typically improve their welfare
by living and working in different cities, as long as non-portfolio considerations, such
as commuting costs, do not dominate. To the contrary, it is often optimal for those in
the service sector to live and work in the same place.

Our second application aggregates our estimates up to the national level and ex-
amines the implication of the decades-long decline in manufacturing’s share of employ-
ment. We show that this could explain part of the reduction in house price growth
volatility during the Great Moderation in high income countries, such as Sweden, the
U.S., the U.K., and Japan.” In particular, the 16ppt manufacturing employment share
reduction in Sweden since 1970 could account for a 2.2ppt (32%) decline in house
price growth volatility. Similarly, the 17.5ppt decline in manufacturing share in the
U.S. since 1970 would account for a 2.5ppt decline in house price growth volatility.
It would also account for volatility reductions of 3.3ppt in the U.K. and 1.4ppt in

Japan. Furthermore, it is possible that this could have improved the attractiveness of

Exploiting variation in time and geography, we document a long-run relationship between manufacturing
and housing. The results from this exercise are available on request.

"Mack and Martinez-Garcia (2012) find that house price growth volatility experienced a secular decline
that coincided with the Great Moderation.



homeownership.

The paper is organized as follows. Section 2 describes the data. Section 3 describes
our main empirical specification and results. Section 4 examines the channels through
which manufacturing affects house price volatility. Section 5 provides two extensions
of our main results. Section 6 discusses related applications. And finally, Section 7

concludes.

2 Data

Our main exercises use a unique dataset that consists of all property transactions in
Sweden over the 2009-2017 period. Each observation contains the sales date, final price,
property type, street address, GPS coordinates, number of rooms, and area in square
meters. It also contains each property’s region, municipality, and parish, which we
recover by reverse geocoding its GPS coordinates. Note that we use the term “region”
to refer to the largest subnational administrative unit, “municipality” to refer to the
second largest, and “parish” to refer to the smallest.®

We limit the sample to properties that were sold at least twice over the 2009-2017
period and compute annualized returns for each sales pair. Following Landvoigt et al.
(2015), we drop abnormal returns (> 50%) and sales pairs with a short holding period
(< 6mo.). This leaves us with 44,895 properties with at least two sales. Additionally,
we compute the time between sales and the number of transactions per parish-quarter.

In addition to property transaction data, we also collect the number of establish-
ments located within commuting distance (25km) of the GPS coordinate centroid of
each parish for the 15 largest employers in Sweden: Volvo, Ericsson, Electrolux, Svenska
Cellulosa, Scania, Atlas Copco, Sandvik, SKF, Assa Abloy, Vattenfall, ICA, Securitas,
Telia, Axel Johnson, and H&M. The centroid is computed as the average latitude

and longitude of all properties located within the same parish. We also compute the

8Lin, kommun, and férsamling are Swedish geographic designations that roughly translate to “county,”
“municipality,” and “parish.” We avoid the direct translation to county to avoid confusion with U.S. counties.
As a share of the country’s size, Swedish counties are closer to U.S. states than to U.S. counties.



distance in kilometers between each property and its parish and region centroids.’

In addition to the housing dataset, we also assemble all newspaper articles between
the 2009-2017 period in the main Swedish business newspaper, Dagens Industri. We use
these articles to identify all references to the largest manufacturers: Volvo, Ericsson,
Electrolux, Svenska Cellulosa, Scania, Atlas Copco, Sandvik, SKF, and Assa Abloy.
We then divide the number of references by the total number of articles, giving us the
share of all news that is attributable to the largest manufacturing firms at a monthly
frequency. We deseasonalize this news using the X-13 ARIMA-SEATS method and
detrend it using Hodrick-Prescott filtering.

Our regressor of interest in most specifications is manufacturing’s share of employ-
ment at the region level. We use both time-varying (annual) and static measures. For
the static case, we always use the 2008 value, which predates our sample and limits
potential endogeneity issues. For the dynamic case, we use the contemporaneous value
of the manufacturing share for the years it is available (2009-2015). This variable is
constructed by Statistics Sweden. In addition to manufacturing’s share of employment,
we also use manufacturing’s share of income and output in different regressions.

Finally, we collect controls for population density, real per capita income, real per
capita income growth, and employment growth for 20 of the 21 subnational regions.!?
These variables are produced by Statistics Sweden. Population density is measured
annually and is defined as persons per square kilometer. Real per capita income is
measured annually and is used to compute real per capita income growth. Nominal in-
come is deflated to real per capita income using the consumer price index. Employment
growth is computed as the percentage change in the number of individuals employed in
a given region since the previous quarter. For all level variables, we use either the 2008
value or the time-varying values as controls, depending on the regression specification.

The aforementioned descriptive statistics at the property and region level are shown

9Since each centroid is defined as the mean GPS coordinates for a region or parish, distance to the centroid
may capture distance to the urban or residential center.

0We omit one region for which the number of housing transactions is insufficient for inclusion in our
empirical exercises.



in Table 1. Figure 1 contains two region level maps of Sweden. Subfigure (a) shows the
geographic distribution of house price growth volatility. Subfigure (b) shows manufac-
turing’s share of employment. A darker shade indicates higher volatility in (a) and a

higher manufacturing share in (b).

3 Empirical Specification

We first regress property-level returns, ¢, from repeat sales'! on location-time fixed
effects, yx¢, and a vector of property level controls, X;;. Property-level controls include
area in square meters, distance to parish centroid, dummies for property type, dummies
for number of rooms, number of months between transaction dates, and number of

transactions that occurred in the same quarter and parish.

Tt = th,B + Ykt + €jt- (1)

In equation (1), t refers to the time period, j to the property, and k to the geographic
location. We use a quarterly time period in all specifications. For the location, we use
parish, which is the narrowest available geographic unit. We pool fixed effects for
small parishes with fewer than 100 sales; however, the results are qualitatively similar
if we drop them or instead use municipality or region, rather than parish. Our results
are also similar if we use separate region and time fixed effects, rather than using
region-time fixed effects.

We next extract the regression residuals:

Ejt = 1jt — XjtB3 — Yie. (2)

We use an unbiased, instantaneous estimator of the standard deviation of €j; as

our measure of volatility, which was introduced by Davidian and Carroll (1987) and

H'We compute returns as the percentage change in the price. Unlike Giacoletti (2017), we do not have
access to remodeling expenses and do not differentiate between idiosyncratic volatility generated by non-
stochastic, unobserved expenditures and other sources; however, this is unlikely to affect our results, since
we are primarily interested in volatility at the parish, region, and national levels.



has been widely used in finance (e.g. Schwert (1989)), macroeconomics (e.g. Mc-
Connell and Perez-Quiros (1990)), and urban economics (e.g. Goodman and Thibodeau

(1998)). It contains both time and geographic variation.

N R
o= [3 el 8

Note that equation (2) detrends house price growth rates at all levels of geography,
but does not detrend the equivalent components of volatility. Thus, our measure of in-
stantaneous volatility, ¢, will vary over time and across geographic location; however,
our results are robust to the use of alternative specifications of (2), including ones
which use separate time and geographic fixed effects to detrend returns. Since our
results do not appear to depend on changes in the dispersion of property-level volatil-
ities within region over time, this suggests that our findings capture the relationship
between time-varying volatility in house prices and dependence on manufacturing.

The benefit of using our selected measure of volatility is that it can be computed at
a point in time and at the property level. Other common measures of volatility must be
computed at the region level and over multiple periods of time. While such alternative
measures may contain less noise, they substantially reduce the variation in the data
and introduce issues with timing. Importantly, however, our findings are robust to the
aggregation of the instantaneous measure of volatility, which suggests that our results

do not heavily rely on this choice.

3.1 Main Results

In this subsection, we test our main hypothesis that dependence on manufacturing
increases house price growth volatility. We do this by exploiting region and region-time
variation in manufacturing, which Carvalho and Gabaix (2013) identify as a volatile

sector:

0jt = MiuC + X500 + Zyn + & + p + Vjt. (4)



In equation (4), M;; is manufacturing’s share of employment, income, or output in
region i at time t; Xj; is a vector of property level controls; Z;; is vector of region level
controls; & is a time fixed effect; and uy is a parish fixed effect.

Table 2 contains our baseline results. Note that we adopt a commonly-used measure
of volatility that is constructed by performing the equation (1) regression with parish-
year-quarter fixed effects. For parishes with fewer than 100 repeat sales, we pool fixed
effects. Column 1 tests our core hypothesis using manufacturing’s share of employment
at the region level in 2008. No controls are included. Column 2 adds yearly fixed effects
and columns 3-9 include year-quarter fixed effects. Columns 4-9 include property level
characteristics as controls: area in square meters, dummies for the number of rooms,
dummies for the property type, and distance from the region’s center in kilometers,
the number of months between transaction dates, and the number of transactions that
occurred in the same quarter and parish.

Other than distance_to_region_center;, the distance between a property and its
region’s GPS centroid, and months_between_transactions;;, the number of months
between the pair of transactions in a repeat sale, we omit all property level controls from
the tables to save space and improve readability.!? Column 5 includes static, region
level controls for the log of population density and the log of real per capita income.
And finally, columns 6-9 include time-varying controls for the log of real income per
capita (annual), the log of population density (annual), real per capita income growth
(annual), and employment growth (quarterly). Column 7 clusters standard errors at
the parish level. All other columns use heteroskedasticity and autocorrelation robust
standard errors.!® Note that time-varying controls are not available for all years at the
region level. Including them forces us to reduce our sample size from 43,009 to 14,972.
Note also that we cannot use parish fixed effects in this specification because we only

have variation in the regressor of interest at the region level.

12Note that months_between_transactions; is negative and significant at 1% in all specifications, which
coincides with findings for the U.S. in Giacoletti (2017).

13 As a convention, we provide heteroskedasticity and autocorrelation robust standard errors for all results.
We also include separate cluster robust standard errors for each table’s main result. Neither choice yields
consistently smaller standard errors.

10



Our preferred specifications are given in columns 5 and 6. Note that the coeflicients
on manufacturing employment share are positive and significant at the 1% level and
indicate that a unit increase in manufacturing’s employment share would increase house
price growth volatility by between 7.9 and 14.2ppt, depending on specification. Since
manufacturing share ranges from 0 to 1, it may be more instructive to compare the
region with the lowest manufacturing share of employment in 2008, Stockholm (0.145),
to the region with the highest, Kalmar (0.366). This would translate into a 1.75 to
3.14ppt increase in house price growth volatility. For the median property, this is
equivalent to a 26% to 46% increase in house price growth volatility. Finally, our
results for manufacturing’s share of income and output at the region level in 2008 are
both significant at the 1% level and quantitatively similar to our baseline results. They
also hold and explain a high share of variation in aggregate and local volatility in a
separate cross-sectional regression.14

We next extend our initial result by using a time-varying measure of manufac-
turing’s share of employment in columns 1-8 of Table 3. This enables us to include
parish fixed effects to soak up cross-sectional variation that could comove with manu-
facturing’s share. We also include time-varying region level controls, year-quarter fixed
effects, and property level controls in our preferred specifications, which are shown in
columns 5 and 8. Note that column 2 uses an IV specification, where manufacturing’s
employment share is instrumented by a one period lag of itself.!> All other columns
use OLS. Additionally, all columns use heteroskedasticity and autocorrelation robust
standard errors, except column 8, which clusters standard errors at the parish level.
Again, we find that the impact of manufacturing’s share of employment on house price
growth volatility remains positive and is statistically significant in all specifications.
The magnitude of the effect is similar to what we identified in Table 2. Namely, a

10ppt increase in manufacturing share is associated with a 0.78 to 1.42ppt increase in

14\We perform a separate cross-sectional regression of the region mean of property volatility on the average
manufacturing shares of income, output, and employment. The regression on output yields the largest
coefficient (18.93) and adjusted R-squared (0.388).

15The purpose of the IV exercise is provide further evidence that reverse causality and omitted variable
bias are unlikely to be driving our results.
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house price growth volatility.

4 Channels

In this section, we explore two potential channels through which the manufacturing em-
ployment share might affect house price growth volatility: employment growth volatil-
ity and firm concentration. As Carvalho and Gabaix (2013) have demonstrated, man-
ufacturing is a relatively volatile sector. Consequently, an increase in manufacturing’s
share of employment in a given region will tend to increase volatility in employment
and income within that region, which might translate into volatility in demand in the
local housing market. Furthermore, dependence on manufacturing also tends to con-
centrate employment, which may increase the sensitivity of local housing demand to

firm-specific shocks. We will test each of these channels more formally in this section.

4.1 Employment Growth Volatility

We first test the hypothesis that employment growth volatility is one of the channels
through which manufacturing share affects house price growth volatility. In columns 9-
10 of Table 3, we include employment growth volatility as a regressor. We compute this
control as the standard deviation of region level employment growth over the 2009-2017
period. Comparing columns 5 and 9, we can see that manufacturing’s employment
share remains significant, but its magnitude declines from 20.3 to 12.7. Similarly,
removing manufacturing’s employment share in column 10 increases the magnitude of
employment growth volatility from 1.34 to 2.43. Note that these results are also robust
to clustering standard errors at the parish level.! This suggests that the impact that
manufacturing’s share of employment has on house price growth volatility may be

related to the impact it has on employment growth volatility.'”

16For the sake of readability, we omit this and several other robustness checks from the table; however, all
results are available on request.

1"Note that the estimates for manufacturing income share and manufacturing output share are larger and
more statistically significant than manufacturing employment share in cross-sectional regressions that include
employment growth volatility. This suggests that the relationship between house price growth volatility and

12



We also consider whether manufacturing explains a substantial share of the cross-
sectional variation in region-level volatility. We do this in a set of cross-sectional
regressions, shown in Table 4, where we regress the region level mean of property
volatility on the region level employment growth volatility and manufacturing share.
Note that the measure of volatility captures instantaneous differences in variation over
time, even though the regression itself is cross-sectional. Columns 1-3 provide the
estimates for the manufacturing shares of employment, income, and output on regional
house price volatility. In each case, we average manufacturing share observations over
the time dimension. The magnitudes of the estimates are similar to the uncontrolled
results in Table 3. Column 4 shows results for employment growth volatility in isolation.
Columns 5-7 include both employment growth volatility manufacturing employment,
income, and output share, respectively. Column 6 yields an adjusted R-squared of 0.44,
which suggests that manufacturing share and employment growth volatility explain a

high share of the aggregate and regional volatility.

4.2 Firm Concentration

Another channel through which manufacturing may affect the housing market is through
the concentration of employment and income. In particular, higher firm concentration
will tend to leave the local or regional housing market exposed to firm-specific shocks.
Indeed, at the regional level, manufacturing share and firm concentration have a 0.536
correlation; however, firm concentration is available at the local level, where it may be
more relevant for house price volatility, which we exploit in our next exercise, shown
in Table 5. Here, we measure the impact of firm concentration on house price growth
volatility. The regressor of interest in all specifications is the Herfindahl-Hirschman

Index (HHI) at the parish level,'® which we compute as follows:

hhiy = 53 + ... + 5%. (5)

manufacturing does not come entirely through employment volatility.
18 At the region level, HHI and manufacturing’s employment share are positively correlated (0.536); how-
ever, only HHI can be constructed at the parish level.

13



Note that s; is firm I’s share of establishments in parish k.' We compute this
using data on the number of establishments within commuting distance (25km) of
each parish’s GPS centroid for each of the 15 largest employers in Sweden: Volvo,
Ericsson, Electrolux, Svenska Cellulosa, Scania, Atlas Copco, Sandvik, SKF, Assa
Abloy, Vattenfall, ICA, Securitas, Telia, Axel Johnson, and H&M. Using the narrowest
geographic unit, parish, allows us to include region-year-quarter fixed effects in columns
7-9, which absorb all permanent and region level variation in volatility. We use two

different regression specifications:

&jt = log(hhik)C + the + Zin + &+ i + Vjt. (6)

The first specification, given in equation (6), includes parish level controls, Z;
time fixed effects, &; and region fixed effects, u;. The second specification, given in
(7), replaces region and year-quarter fixed effects with region-year-quarter fixed effects,

Kt

it = log(hhix )¢ + Xjt0 + Zpn + kit + Vjt. (7)

In column 1 of Table 5, we perform the regression with no controls. We next
add year fixed effects in column 2 and year-quarter fixed effects in columns 3-6. In
columns 3-8, we limit the sample to cover only years 2015-2017. This is to limit po-
tential endogeneity issues, since our measure of firm concentration is only available for
2017. Importantly, however, our specifications with the most extensive set of controls
and region-year-quarter fixed effects, shown in columns 6-9, suggest that this does not
appear to bias the coefficient estimates upward in the full sample. Column 8 clus-
ters standard errors at the parish level. All other columns use heteroskedasticity and

autocorrelation robust standard errors. For all estimates, we find a positive, quanti-

9Gince we cannot compute market share at the parish level, we instead use a measure of establishment
share for the largest firms in Sweden. Note that we use parish, rather than region, since parish is a narrower
geographic unit and is available for establishment location data; however, the results are not sensitive to the
choice of geographic unit or the commuting distance assumption.

14



tatively similar effect that is significant at the 1% level. Our preferred specifications
in columns 7 and 9 suggest that a doubling of firm concentration is associated with a
1.45 to 1.81ppt increase in house price growth volatility. For the median property, this

is equivalent to an 21% to 26% increase in house price growth volatility.

5 Extensions

In this section, we extend our main results along two directions. First, we use a novel
dataset to measure the impact of news about manufacturers on house price growth
volatility. If the impact of manufacturing operates through the channels we propose
— namely, through employment concentration and volatility — then we might expect
news about manufacturing to have a larger impact on local housing demand in areas
where manufacturers are located. We test that formally in this section. And second,
we extend our main result by examining whether households are compensated for
the excess volatility associated with dependence on manufacturing. We do this by
measuring the impact of manufacturing’s share on the Sharpe ratio. We also directly
measure the impact of the channels through which manufacturing’s employment share

operates on the Sharpe ratio.

5.1 Impact of Manufacturing News

We first test our hypothesis about manufacturing news and house price growth volatil-
ity. We do this by exploiting news and location information about the largest manufac-
turers in Sweden. Specifically, we identify the number of manufacturing establishments
located within a 25km radius of the parish centroid.?°

In addition to this, we collect news about manufacturing firms by scraping a Swedish
newspaper archive for all articles between 2009 and 2017 in the largest business news-

paper, Dagens Industri. We count both the total number of articles written and the

20Gpecifically, we take the subset of the largest 15 firms by employment that are operating in the man-
ufacturing sector: Assa Abloy, SKF, Sandvik, Atlas Copco, Svenska Cellulosa, Ericsson, Volvo, Electrolux,
and Scania.

15



number of articles that specifically reference manufacturing firms. Both counts were
computed at a monthly frequency, which is higher than the annual frequency at which
manufacturing share is available. We then produce a time series of the ratio of manu-
facturing firm news to total news, which we then deseasonalize using the X-13 ARIMA-
SEATS method and Hodrick-Prescott filter.2! The time series plots are shown in Figure
2. Note that the regression exercises described in this section use a single series for all
firms, rather than the individual series.

As with the firm concentration regressions, our variable of interest, manufacturer
news, has variation at the parish level; however, it also has time variation, since it
consists of the interaction of a binary variable that indicates whether a manufacturing

establishment is present??

with news about manufacturers, which is time-varying. We
again use the specification from the firm concentration regressions and examine results
for both housing return volatilities and Sharpe ratios.

Our findings for this exercise are given in Table 8. Columns 1-3 show the results
for housing return volatility and columns 4-6 show the results for the Sharpe ratio. All
specifications include property-level controls, time-varying parish controls, and region-
year-quarter fixed effects. Columns 1-2 and 4-5 restrict the sample to the years 2015,
2016, and 2017 to mitigate potential endogeneity issues related to the firm location
data, which is only available for 2017. Finally, columns 2 and 5 cluster standard errors
at the parish level. All other specifications use Newey-West standard errors.

Overall, we find that manufacturing news has a positive and statistically significant
effect on house price growth volatility in parishes with manufacturers, and a negative,
but statistically insignificant impact on the Sharpe ratio. The impact on house price
growth volatility in our preferred specifications ranges from 0.0873 to 0.1546. Thus,
a one standard deviation increase in news about manufacturing is associated with a
0.17 to 0.31ppt increase in house price growth volatility in parishes with at least one

manufacturing establishment.

21'We set the value of A on the HP filter to 129,600.
22We again require an establishment to be located within 25km of the parish centroid to be identified as
present.
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5.2 Compensation for Excess Volatility

Thus far, we have shown that manufacturing is associated with increased house price
volatility. It remains unclear, however, whether homeowners are compensated for this
increased volatility with higher house price growth. We might expect this to be the
case in equity markets; however, it may not be true in the housing market, where
location choices are not primarily determined by expected return and volatility. Peng
and Thibodeau (2017), for instance, have shown that other sources of house price
volatility, such as zip-code level median income in the U.S., are not compensated for
by increased house price appreciation.

Measuring the Sharpe ratio is one way to identify the extent to which homeowners

are compensated for higher volatility:

Elrji — 7]

O'jt

S = (8)

Here, Sj; is the Sharpe ratio for property j at time t, 7;; is the return to housing, r* is
the return to the safe asset, and oj; is the standard deviation of the housing return. The
Sharpe ratio was originally developed to measure mutual fund performance (Sharpe,
1966), and can be interpreted here as the expected excess return to housing per unit
of volatility.

We approximate the housing return with the house price growth rate at the property

1,2 and use the annualized return to three month Swedish government bonds as

leve
the risk free rate. Finally, we again adopt the property-level measure of instantaneous
volatility introduced in equation (3) for o ;.

Our specification for the Sharpe ratio regressions is given below.

Sit = MyuC + X0 + Zyn + & + g + vji. 9)

Note that Sj; is the realized Sharpe ratio for property j at time t; M;; is manufacturing’s

23Note that we do not have access to remodeling costs, so we follow the literature by using house price
growth to approximate the house price return.
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share of employment, income, or output in region i at time t; X}; is a vector of property
level controls; Z;; is vector of region level controls; & is a time fixed effect; and uy is
a parish fixed effect. All reported Sharpe ratios are annualized. The median Sharpe
ratio in our sample is 1.26, which exceeds historical equity performance, and is likely
related to the period we cover, where house price growth was high and the risk free
rate was low and sometimes negative. Sharpe ratios estimated for Sweden and other
countries over longer time horizons have typically been below unity (e.g. Favilukis et al.
(2017); Jorda et al. (2017); Flavin and Yamashita (2002)); however, Nordic countries
have generally had high housing Sharpe ratios since the 1950s (Jérda et al., 2017). The
housing Sharpe ratio in the U.S. during the late 1990s and early 2000s was similar to
our estimate for Sweden; and several state housing markets are likely to have exceeded
it. See Lo (2003) for a comparison of Sharpe ratio estimates for different categories of
assets.

Our findings are summarized in Table 6. Note that the specifications in columns
1-10 are identical to those used in the volatility regressions, which were shown in Table
3, except that our dependent variable is now the housing returns Sharpe ratio. In
all cases, the sign on the region-level manufacturing share of employment is negative,
suggesting that an increase in the manufacturing share is associated with a decrease
in the Sharpe ratio. This implies that the increase in house price volatility associated
with manufacturing is not fully compensated for by increased house price appreciation.

Note that this finding is less robust than our original results for house price growth
volatility. In particular, including time-varying region controls requires us to drop the
37% of the sample for which such controls are not available. When we do this, the
results remain significant when standard errors are clustered at the parish level, but not
when we use Newey-West standard errors. Overall, 7 of 9 specifications yield estimates
that are significant at a 1% level. Our preferred specifications, given in columns 5
and 8, are both significant at the 1% level and suggest that a 10ppt increase in the
manufacturing share is associated with a 0.05 to 0.25ppt decrease in the Sharpe ratio.

Again, moving from the region with the lowest share of manufacturing employment
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in 2008, Stockholm (0.145), to the region with the highest, Kalmar (0.366), would
translate into a 0.11 to 0.55ppt decrease in the Sharpe ratio. For the median home,
this effect amounts to a 9% to 44% reduction in the Sharpe ratio.

Furthermore, columns 9 and 10 indicate that part of the effect of manufacturing
on the Sharpe ratio comes through employment growth volatility. In particular, in
column 9, we add employment growth volatility to the regression specification given in
column 5, which reduces the coefficient on manufacturing employment share from -2.52
to -2.2. Additionally, upon removing manufacturing share in column 10, the impact
of employment growth volatility becomes significant and increases in magnitude from
-0.05 to -0.24. Thus, a one standard deviation increase in employment growth volatility
is associated with a 0.11 decrease in the Sharpe ratio. In terms of house price volatility,
this effect is similar to moving from the region with the lowest manufacturing share to
the region with the highest.

Finally, we consider the impact of firm concentration on the Sharpe ratio. If volatil-
ity in manufacturing emerges from the effect it has on concentrating employment,
income, and output, then we might expect measures of firm concentration to be asso-
ciated with the volatility and Sharpe ratio of housing returns. We have already shown
the former. We will show the latter in the exercise below, where we re-use the speci-
fication given in equation (7), but change the dependent variable to the Sharpe ratio,

Sj¢, as shown in equation (10):

Sjt = log(hhig)C + X0 + Zpn + ki + vy (10)

The results for this exercise are given in Table 7. Here, we again find strong evidence
that homeowners are not compensated for the increased volatility associated with firm
concentration. In particular, 8 out of 9 specifications are significant at the 1% level
and 1 is significant at the 5% level. Our preferred specifications in columns 7 and 9
suggest that a doubling of firm concentration is associated with a 0.125 to 0.156ppt

decrease in the Sharpe ratio. For the median property, this is equivalent to an 10% to
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12% decrease in the Sharpe ratio.

6 Applications

We now consider two applications of our findings on the impact of manufacturing on
house price growth volatility and, relatedly, the Sharpe ratio. The first application
considers the portfolio choice implications of the housing location decision in a setting
where housing returns comove with labor income. In particular, we couple our esti-
mated results with a theoretical model to evaluate the portfolio gains of living and
working in separate locations. The second application considers the aggregate impli-
cations of our volatility findings. Here, we show that effects estimated at the regional
level translate into volatility in national level house price indices. Thus, the relationship
between manufacturing and house price volatility should also persist at the aggregate
level. We use our estimates to show what this implies about the long run decline in

manufacturing share on house price growth volatility in four countries.

6.1 Location Choice

The literature has shown that households hedge labor income risk by adjusting risky
asset holdings (Betermier et al., 2012); and respond to comovement between unemploy-
ment and house price risk by reducing investment in owner-occupied housing (Jansson,
2017). In our first application, we consider a related portfolio choice problem, where
a worker has obtained a job and must now choose housing; however, rather than se-
lecting a quantity of housing or deciding whether to switch to the rental market, the
homeowner will instead choose a location in which to purchase a home. Note that we
will explicitly consider only the portfolio choice dimension of the problem, abstracting
away from dimensions such as local amenities and commuting costs.

We will use a standard model in the Markowitz-Sharpe style?# in which a household

attempts to maximize the Sharpe ratio of its portfolio; however, there will be two devi-

248ee Markowitz (1952), Sharpe (1966), and Sharpe (1994) for an overview of portfolio optimization.
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ations from the standard model: 1) the portfolio will contain exogenously determined
labor income; and 2) the choice over remaining assets will be discrete. That is, an
agent must either choose to live in a city where manufacturing is dominant or where
services are dominant.

In the model, a household supplies one unit of labor to a job in sector g, where
g € {m,s}, and earns labor income, [;, with volatility o;,, where m and s denote
manufacturing and services. The household also chooses whether to live in a city that
is dominated by either the manufacturing sector (w = 1) or the service sector (w = 0).
Houses in areas dominated by sector g generate a return of r, and have a return
volatility of o4. For the sake of simplicity, we will treat all returns as excess returns
(i.e. less the risk free rate). This yields the following portfolio optimization problem,
where p is a fixed portfolio share weight of income and w is a discrete portfolio weight

on housing location choice:

. ply + (1= p) (wry + (1 = w)ry) )

we{0,1} \/pa?g + (1 = p)(wol, + (1 —w)o2) + p(1 — p)(woy, m + (1 —w)oy, s)

Note that there is no covariance term, oy, ,, because it is not possible to hold
housing located in the city dominated by manufacturing and services simultaneously.
If the worker chooses to live in the city with a dominant manufacturing sector, we have

w = 1, and equation (11) becomes:

plg + (1—p)rm

. (12)
VPt + (L= p)a% + (1= p)ot,m

Alternatively, if the worker chooses to live in the city with a dominant service sector,

we have w = 0, and equation (11) becomes:

plg + (1 —p)rs

. (13)
VPt + (1= p)a2 +p(1 = pou, .

Let’s now consider the case of a worker in the service sector (i.e. g=s) who wishes

to choose a housing location optimally. She will choose to both work and live in a
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service sector dominated city if the following condition holds:

pl+ﬂ—pﬁ pl+ﬂ—p)
\/PUl p)oZ+ p(1—p)oy, s \/PUl p)az, +p(l = p)oi, m

(14)

We will also assume that manufacturing does not generate a premium on house
price returns, which is roughly consistent with our findings.?> Under these conditions,
the household will live in the city dominated by the service sector if the following

condition holds:

02, + po,m > 02+ poy, s. (15)

Empirically, we have demonstrated that o2, > ¢2. Additionally, it is reasonable to
assume that labor income in the service sector comoves more strongly with house prices
in the service sector-dominated city than house prices in the manufacturing-dominated

city. Thus, oy, s > 0y, m, which suggests that we may rewrite equation (15) as follows:

(07 = 03) + p(01,m = 01,,5) > 0. (16)

>0 <0

According to equation (16), if a worker’s portfolio share of labor income, p, is low,
then the relative volatilities of housing returns will matter more for her location choice
than the relative covariances between labor income and housing returns. Note that this
is most likely to be true for high income workers. Here, such a worker in the service
sector would choose to live in a city dominated by the service sector. Alternatively,
if the comovement between labor income and housing returns is weak, then relative
return volatilities will again dominate, which will result in the service sector worker
living in the city with a dominant service sector.

If we instead consider the case of a manufacturing worker who is deciding where to

locate, we get the following condition for living in the manufacturing-dominated city:

25We have demonstrated that the Sharpe ratio tends to be negatively associated with manufacturing.
That is, households are not fully compensated for the increase in volatility generated by manufacturing with
higher house price appreciation. Note that this is somewhat weaker than the claim we make here, since we
assume that there is no premium.
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<0 <0

Since this condition is never satisfied, it will never be optimal for a manufacturing
worker to live in the manufacturing city, unless non-portfolio choice concerns — such as
commuting costs, local amenities, or the cost of living — dominate.

Overall, we show that manufacturing workers may capture substantial portfolio
gains by living and working in different locations; however, this is is often not the case
for service sector workers. Our findings in the empirical section (e.g. Table 2) also sug-
gests that living closer to the center of a region is another way in which households can
reduce volatility and increase their housing return Sharpe ratio, regardless of whether

manufacturing or services is dominant in that region.

6.2 Aggregate Effects of Manufacturing Decline

Our main empirical exercise established a statistically robust and economically signif-
icant relationship between dependence on manufacturing and house price volatility at
the region level. We then proposed channels through which dependence on manufac-
turing might translate into house price volatility and demonstrated that those channels
have empirical relevance. Given the lack of exogenous variation in the data, we refrain
from making strong claims about causality; however, we can plausibly rule out reverse
causality and have carefully controlled for confounders through the use of a large set
of granular fixed effects and local controls. We have also exploited specifications with
lags and employed IV to provide evidence against alternative hypotheses.

In this subsection, we will examine the implications of these findings for aggregate
house price volatility. Note that most of our effects were measured at the level of the
largest subnational administrative unit, which we referred to as “region” throughout
the paper. There are 21 such regions in Sweden, three of which account for 53% of
the country’s housing transactions. Consequently, movements in apparently regional

factors, such as manufacturing share or employment volatility, may translate into ag-
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gregate movements in house price volatility. This is particularly likely to be true for

manufacturing, which has experienced a secular decline across all regions since 1970.
We first note that national house price indices are typically computed at the regional

level and then aggregated using transaction shares. This implies that a house price

index can be decomposed into its regional parts as follows:

P, = a1pit + ... + anPpt (18)

In equation (18), P; is the aggregate house price in period t, p;; is the house price
in region i, and «; is the transaction share of region i. Note that n is the number of
regions and ) ;" o; = 1. This implies that the variance of the aggregate index can be

decomposed as follows:

n
2 _E : 2 2 E Vs
op, = Q; Ops, + QiQ50p;s,pje- (19)
=1

1<i<j

For simplicity, assume that house price variances are identical across region in
period 0 (e.g. 0p,y = ... = 0p,,) and all covariance terms are zero.?® Now, consider an
increase in the house price variance in region j in period 1. We may write the implied

percentage change in the national house price index as follows:

2 2
AJPl Oéj Aapjl
- . (20)
o S a? o2
Fo i=1% 9P

This suggests that a 10% increase in the variance of region j would translate into
a 0.10 = ajz />0 a? percent increase in aggregate house price variance. For example,
a 10% house price variance increase in the Stockholm region, which has a transaction
share of 0.27, would yield a 6.1% increase (0.10 * 0.27%/0.122) in national house price
variance. This suggests that reductions in the manufacturing share at the regional level

can translate into substantial reductions in national-level house price volatility.

26Tn practice, the covariance terms are positive, which would increase the size of the effects we capture
in this exercise. Additionally, the shock exposure we study — which partly drives covariance in house prices
across region — also positively covaries.
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Above, we have 1) measured the impact of manufacturing at the regional-level using
microdata; and 2) demonstrated that fluctuations at that level can plausibly translate
into national level aggregate fluctuations. We now use our earlier empirical findings to
simulate the national level implications for house price volatility in Sweden, the U.S.,
the U.K., and Japan. We will focus exclusively on the partial effects that would have
been generated by the manufacturing share reductions in each country.

Figure 3 plots the results of this simulation exercise.?” In each case, we use the
estimated relationship between manufacturing employment share?® and house price
volatility estimated in this paper. We interact this measure with the manufacturing
employment share for the country being simulated. Each series can be interpreted
as the cumulative percentage point change in house price volatility since 1970. All
countries experienced a decline in manufacturing share, implying volatility declines of
between 1.4 and 3.3ppt. The decline for Sweden (2.2ppt) is approximately 32% of its
2009-2017 volatility level. While we have the manufacturing share for other countries,

we do not have microdata to estimate the size of the effect separately.

7 Conclusion

Using a unique dataset of all Swedish housing transactions over the 2009-2017 period,
we document a statistically robust and economically significant association between
regional dependence on manufacturing and house price growth volatility. We show
that this relationship can plausibly be accounted for by manufacturing’s impact on
firm concentration and employment volatility. In addition to this, we show that such
volatility increases are not compensated for in the form of higher house price growth.

Rather, manufacturing is associated with lower housing return Sharpe ratios.

2TImportantly, we capture only the partial decline attributable to the reduction in manufacturing share. In
certain periods, this decline was dominated by other sources of volatility. Most notably, house price volatility
increased sharply in the U.S., U.K., and Sweden around the Great Recession. It also increased in Sweden
during the early 1990s.

28For each country, we use the U.S. Bureau of Labor Statistics’ “Percent of Employment in Manufacturing”
series.
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Our results have implications for both optimal portfolio choice and the impact of
national-level manufacturing share declines on house price volatility. On the portfolio
choice side, we combine our empirical results with a theoretical model to demonstrate
that living and working in an industrial city is often welfare-reducing, unless non-
portfolio considerations, such as commuting costs, dominate. To the contrary, living
and working in a service sector-dominated city is often optimal under reasonable as-
sumptions.

Finally, we examine the implications of our results for the national-level manufac-
turing share declines that have occurred in high income countries since the 1970s. Our
results suggest that the manufacturing share decline could explain part of the reduction
in house price growth volatility during the Great Moderation. In particular, the 16ppt
reduction in Sweden’s manufacturing since 1970 could account for a 2.2ppt (32%) de-
cline in house price growth volatility. Similarly, the 17.5ppt decline in manufacturing
share in the U.S. since 1970 would account for a 2.5ppt decline in house price growth
volatility. It would also account for volatility reductions of 1.4ppt in the U.K. and
3.3ppt in Japan. This has welfare implications because house price volatility induces
individual consumption volatility. This can happen through several channels, including
binding collateral constraints and the housing wealth effect on consumption. This is
particularly important because housing is the dominant asset for a large share of the

population (Kuhn et al., 2018).
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8 Tables and Figures

Table 1: Descriptive statistics: property and region level

Variable Mean SD 25% 50% 75% N
Property level statistics

Area 102.39  46.52 68.00  100.00  128.00 44895
Latitude 59.01 2.16 57.72 59.26 59.56 44895
Longitude 15.82 2.51 13.42 16.21 17.96 44895
Distance to region center (km) 35.22 27.49 14.09 30.23 48.05 44895
Annualized return 9.23 12.39 2.51 8.01 14.92 44895
Return volatility 10.11 10.72 3.12 6.82 12.86 44895
Time between sales (month) 32.19 19.14 17.00 28.00 44.00 44895
Sharpe ratio 1.72 2.00 0.27 1.26 2.36 44895
Region and parish level statistics

Real per capita income growth 2.70 0.27 2.50 2.67 2.88 20
Population density (persons / sqgkm)  45.16 66.25 14.20 26.70 49.38 20
Employment growth 0.64 0.23 0.56 0.64 0.78 20
Manufacturing income share 0.28 0.06 0.26 0.29 0.32 20
Manufacturing output share 0.29 0.05 0.27 0.30 0.32 20
Manufacturing employment share 0.27 0.05 0.25 0.27 0.31 20
Employment growth volatility 1.86 0.45 1.67 1.84 2.18 20
Herfindahl-Hirschman Index (HHI)  3600.70 2346.64 1330.85 2583.87 5709.03 90
Transactions 218.28  302.11 67 115 225 6015
Manufacturer news -0.02 1.99 -1.23 -0.37 0.59 6015

Notes: The descriptive statistics are divided into property level and region level groups. Property level statistics include area
in square meters, latitude, longitude, distance to region center, annualized return, return volatility, and the Sharpe ratio. We
use an instantaneous, unbiased estimate of volatility at the property level, which is described in the Empirical Results section.
Region and parish level statistics include real per capita income growth (annual), population density (annual), employment
growth (quarterly), manufacturing income share (annual), manufacturing employment share (annual), and employment growth
volatility. Each region level variable is averaged over its time dimension before descriptive statistics are computed. We include
the HHI index in the list of region level variables; however, we also compute it at the parish level and include this measure in
Table 5 regressions. Finally, we include the number of transactions (monthly) and manufacturer news (monthly) at the parish
level.
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Figure 1: Manufacturing share and house price growth volatility by region

(a) House Price Growth Volatility (b) Manufacturing Share

Notes: A darker shade indicates a higher level of house price growth volatility in subfigure (a) and a higher manufacturing
employment share in subfigure (b). House price growth volatility is computed at the property level and is averaged across
properties over the 2009-2017 period. Manufacturing share is computed by Statistics Sweden and is averaged over the 2009-

2015 period.
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Figure 2: News by manufacturing firm
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Notes: The plots above show deseasonalized and filtered news share series for the largest manufacturing firms in Sweden by

employment. We scraped all newspaper articles from an archive over the 2009-2017 period for Dagens Industri, the largest

Swedish business newspaper. We then counted all references to each firm and normalized the counts by the total number of

articles. Finally, we deseasonalized the firm time series using the X-13 ARIMA SEATS method and then applied a Hodrick-

Prescott filter with A = 129, 600.
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Figure 3: Impact of manufacturing share decline on house price volatility (ppts)
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Notes: This plot shows the simulated partial declines in house price volatility for Japan, the United States, the United Kingdom,
and Sweden since 1970. Each series is constructed using the manufacturing employment share for each country, computed by
the U.S. Bureau of Labor Statistics, as well as the estimated relationship between employment share change and house price
volatility for Sweden. Note that this captures only the partial contribution of manufacturing share to house price volatility
and should not be interpreted as a total volatility series. Notably, there are increases in house price volatility around the
Great Recession that are unrelated to exposure to regional microeconomic shocks and, thus, are not included in the simulation.
There was also a substantial increase in house price volatility in Sweden in the 1990s that was unrelated to movements in
manufacturing’s share.
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