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Abstract

This paper uses nonlinear general equilibrium (GE) estimations to assess the em-
pirical relevance of macro-volatility shocks in explaining nominal exchange rate dy-
namics. Embedding stochastic volatilities and limits to international arbitrage in a
two-country New Keynesian model with recursive preferences, we use third-order
model approximation and full-information Bayesian methods to estimate the GE model
with the US and the Euro area data from 1987Q1 to 2008Q4. In contrast to the well-
known “exchange rate disconnect,” we find that macroeconomic shocks together with
their uncertainties can account for a sizable portion—over 40%—of the observed ex-
change variations. The remainder, due to a direct international risk-sharing shock,
likely reflects various informational or financial frictions that put a barrier on arbi-
trage. Our results also point to a new challenge in empirical exchange rate modeling
which we term the “general equilibrium puzzle.” We find that while conditionally,
nominal volatility shocks, for example, can deliver coefficient estimates consistent
with the uncovered interest rate parity (UIP) puzzle, their contributions uncondition-
ally in the GE settings, are quantitatively insufficient to resolve the puzzle. The pres-
ence of multiple shocks, the potential interactions amongst them, and the need for the
estimates to fit the full GE dynamics all underscore the importance of evaluating the
empirical relevance of any structural mechanism in general equilibrium.
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1 Introduction

The nominal exchange rate is an important driver of aggregate fluctuations as well as a
key link in the global goods and asset markets. However, endogenizing realistic exchange
rate dynamics as observed in the data is a task that has eluded international macroe-
conomists for decades. While various structural frameworks aim to describe how policy
actions and macroeconomic shocks can spill across country borders via the exchange rate,
estimation efforts of such general equilibrium models typically find fluctuations in nom-
inal exchange rates to be unrelated to macroeconomic forces.! Consequently, empirical
evidence for the proposed transmission mechanisms of international policies and shocks
through the exchange rate channel remains thin to non-existent, a pattern commonly re-
ferred to in the literature as the “exchange rate disconnect.”

In this paper, we re-evaluate the extent to which the exchange rate may be connected to
the rest of the macroeconomy by estimating directly a full-fledged New Keynesian DSGE
model that encompasses two sources of fluctuations: 1) macroeconomic volatility shocks
that can generate an endogenous time-varying currency risk premium; and 2) a direct
(level) shock to the exchange rate or the international risking-sharing condition.”? We note
that since the two channels affect the exchange rate through first-moment vs. second-
moment shocks, proper comparisons require estimating the model up to a third-order
approximation and evaluating them along the dimensions of both the means and the
variances. Using full-information Bayesian likelihood approach and central-difference
Kalman filtering, we estimate directly the nonlinear DSGE system to evaluate how the
two sources of shocks—macro vs. non-macro—contribute to explaining the uncovered
interest rate parity (henceforth, UIP) puzzle and excess exchange rate volatility (relative
to macro-fundamentals) observed in the data.

Our motivation and contributions are as follows. First, by juxtaposing macro volatility
shocks with a direct shock to the exchange rate, we assess empirically the extent to which
exchange rate may be connected nonlinearly to the macroeconomy, such as through a risk
premium arisen endogenously to macro uncertainties. (We note that even if we find these
macroeconomic shocks to offer little explanatory power for the observed exchange rate
dynamics, aspects of the macroeconomy may still drive exchange rate behavior through
other channels, such as news shocks or endogenous financial frictions.’) Second, in-
stead of using simulations or partial equilibrium methods, we use general equilibrium
(GE) system estimations to let the data distinguish directly the relative contributions of

1See, for example, Lubik and Schorfheide (2006). Notable exception is Adolfson, Laseen, Linde, and
Villani (2007) for the small open economy but they incorporate rather ad-hoc adjustment costs to capture
risks in exchange rates.

By “connecting” the exchange rate to the macroeconomy, we do not mean generating counterfactual
patterns such as direct comovements betweem the exchange rate and the macro fundamentals, or resolv-
ing the Meese-Rogoff (1983) random walk forecast puzzle. We mean finding empirical evidence that the
exchange rate responds to shocks to its macroeconomic determinants or fundamentals, as predicted by
theory.

3Alvarez, Atkeson, and Kehoe (2009), for example, incorporate limited participations and costs of entry
to “connect” monetary policy with the currency risk premium.
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the two transmission mechanisms. Third, by moving beyond linearization assumptions,
our model remains flexible to nonlinear or cross interactions amongst the macro vari-
ables and the exchange rate. As the macro-finance literature has long demonstrated the
limitations of linearized systems in modeling asset returns, we incorporate recursive non-
time-separable preferences and stochastic volatilities in our GE model and approximate
it to the third-order, to help capture the asset price nature of nominal exchange rate.*
By relying on GE Bayesian estimations instead of simulations, we are also able to obtain
direct estimates of key structural parameters, and evaluate if their relative magnitudes
are consistent with theory. Last but not least, while our nonlinear GE estimations show
that shocks to the macroeconomy do influence exchange rate dynamics, they also reveal
additional challenges in exchange rate modeling that we term the “general equilibrium
puzzle.” We emphasize two aspects of this GE puzzle, concerning first the presence of
multiple shocks, and second the need to fit multiple targets in GE model evaluations. Ac-
cordingly, findings based on partial equilibrium or conditional analyses, while capable of
delivering important insights, may not extend to the unconditional GE settings in terms
of their quantitative impact. While these issues that surface in our GE analyses are by no
means new conceptually (nor are they specific to exchange rate modeling), they neverthe-
less highlight the need for broader GE evaluations in assessing the relevance of various
structural mechanisms in explaining empirical exchange rate behavior. We elaborate on
these points below.

Ignoring risk considerations, the UIP states that countries with high relative interest
rates should expect subsequent currency depreciations to ensure zero expected excess re-
turns, or no arbitrage, from cross-border financial investments. As is well-known since
Fama (1984), data consistently show significant and robust positive returns from “carry-
trade” strategies that invest in high interest rate currencies with funding from low-interest
rate currencies, an empirical regularity known as the forward-premium puzzle or the UIP
puzzle. There have been numerous attempts to solve the forward discount puzzle, though
as pointed out in Itskhoki and Mukhin (2017), any proposed solutions must also account
for the high volatilities present in the exchange rates, but absent in other macroeconomic
variables. Our paper thus focusing on evaluating the relative contributions of the macro
shocks vs. the direct exchange rate shocks in explaining both the UIP puzzle and over-
all exchange rate volatilities. We incorporate both channels into a standard two-country
New Keynesian open-economy model, adopting recursive preferences a la Epstein and
Zin (1989) and Weil (1989) as well as stochastic volatilities.” While the vast majority of the
literature using a DSGE setting relies on simulation results, we estimate the model using
pre-financial crisis US and the Euro area data, allowing a direct evaluation for the relative
contributions of these two channels in explaining the dollar-euro fluctuations.

The two mechanisms we emphasize capture arguments put forth in recent studies.
As frictions in financial transactions hinder international arbitrage through the exchange

“For example, Rudebusch and Swanson (2012) introduce Epstein-Zin preferences into a canonical DSGE
model to solve the bond term premium puzzle.

5Bloom (2009) and Fernandez-Villaverde, Guerron-Quintana, Kuester, and Rubio-Ramirez (2015), for
example, emphasize the importance of volatility shocks on aggregate fluctuations.
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rates, they work as direct shocks to exchange rates themselves.® We follow Itskhoki
and Mukhin (2017) and model the wedge in the international arbitrage condition as an
exogenous shock, without imposing a specific micro foundation.” Our second mecha-
nism follows the literature that views the exchange rate puzzles as a result of linear or
first-order approximations. As endogenous risk premiums may arise from covariance
between the stochastic discount factor and returns to international financial investments,
their omission may result in unexplained exchange rate volatility, or in the Fama regres-
sions, biased coefficient estimates.® Moving beyond a linearized framework, one can
endogenously generate time-varying currency risks through various channels. As pre-
vious attempts to generate endogenous currency risk premiums through first-moment
shocks have led to little success, our paper considers shocks to the volatilities of macro
variables. If exchange rate fluctuations systematically reflect such endogenized risks, one
would then infer that the exchange rate is not disconnected from macroeconomic funda-
mentals. From the literature that endogenizes exchange rate risks, our approach follows
most closely Benigno, Benigno, and Nistico (2011) (hereafter BBN). Through simulations,
they show that a rise in the volatility of nominal shocks at home enhances the hedging
properties of its currency, thereby inducing endogenously a risk premium for foreign
currency-holding. Through this channel, uncertainty shocks can be a key driver behind
empirical exchange dynamics.’

Our paper moves the evaluations of these mechanisms to a GE system estimation
framework instead of relying only on single-equation estimations or simulations with
calibrated parameters. To identify various shocks to macroeconomic fundamentals in the
GE setting, we estimate the two-country NOEM model with a full information Bayesian
maximum likelihood approach. The model is solved using perturbation methods up to

6See, for example, Adolfson, Laseen, Linde, and Villani (2007), Alvarez, Atkeson, and Kehoe (2009),
Bacchetta and van Wincoop (2010), Gabaix and Maggiori (2015) and Itskhoki and Mukhin (2017), who
point out the importance of financial frictions in accounting for aggregate fluctuations in open economies.

"The choice to adopt this form of international risk-sharing shock is to facilitate our assessment for the
degree of exchange rate disconnect from the rest of the macro dynamics. As we augment the standard
linearized GE system with higher order approximations and then volatility shocks, we test how these addi-
tional elements help reconnect the exchange rate by lowering the explanatory power of the direct exchange
rate shock.

8For example, a structural or macroeconomic fundamental shock—especially to volatilities—can simul-
taneously raises interest rates and appreciates the nominal exchange rates. Backus, Foresi, and Telmer
(2001), Duarte and Stockman (2005), Verdelhan (2010), Colacito and Croce (2011), Bansal and Shaliastovich
(2012), Benigno, Benigno, and Nistico (2011), Backus, Gavazzoni, Telmer, and Zin (2010), Gourio, Siemer,
and Verdelhan (2013) and Engel (2016) are examples in recent literature that aim to solve the UIP puzzle
through risk corrections.

% A rise in home nominal volatility tends to reduce domestic output and increase inflation, while the
domestic nominal interest rate declines relative to the foreign one. Contrary to findings in the previous
literature, e.g. Engel and West (2004) and Bacchetta and Wincoop (2006), that only a fraction of the exchange
rate volatilities can be accounted for by observed economic fundamentals, BBN show the potential of the
uncertainty shocks as a key driver behind empirical exchange dynamics. They show that in line with the
findings in McCallum (1994) and Backus, Gavazzoni, Telmer, and Zin (2010), when the monetary policy
inertia is high and price stickiness is low, a negative correlation emerges between the expected exchange
rate depreciation and interest rate differentials in response to volatility shocks, potentially over-turning the
forward premium puzzle.



the third-order approximation in order to allow stochastic volatilities in the fundamental
shocks.!” Because the model is non-linear, the standard Kalman filter is not applicable
for evaluating the likelihood function. Fernandez-Villaverde, Guerrén-Quintana, Rubio-
Ramirez, and Uribe (2011) use a particle filter to estimate the closed-economy real busi-
ness cycle models with stochastic volatilities approximated up to the third order. How-
ever, it is practically infeasible to use the time-consuming particle filter to estimate the
two-country model considered in our paper, given the rich dynamic structures we em-
phasize. Instead, we approximate the likelihood function using the central difference
Kalman filter proposed by Andreasen (2013). Their filter is much faster than the stan-
dard particle filter and its quasi maximum likelihood estimators can be consistent and
asymptotically normal for models solved up to the third order.

Our estimation results are broadly consistent with the empirical regularities shown in
BBN, in that: (1) an increase in the volatility of the productivity shock depreciates the ex-
change rate; (2) an increase in the volatility of the monetary policy shock appreciates the
exchange rate; and (3) an increase in the volatility of the monetary policy shock produces
excess foreign currency returns and deviations from the UIP. Moreover, using our esti-
mated parameters, we show that conditionally, several volatility shocks (to e.g. monetary
policy and aggregate demand) can generate the negative correlation observed in the Fama
(1984) regression between expected nominal exchange rate depreciation and interest rate
differentials. We also demonstrate that by approximating the model to 3rd-order, the
macro shocks begin to play a larger role in our variance decompositions; together with
shocks to their volatilities, they explain 43% of the variance of nominal exchange rate
changes. We take these as evidence that the exchange rate is not disconnected from the
rest of the macroeconomy, once we move beyond linearization assumptions. Our results
also show that the direct financial shock remains the key driver behind most (57%) of the
variations in the nominal exchange rate. Conditionally, the direct shock to risk-sharing
can also replicate the negative UIP correlations.

Despite the positive results supporting the empirical relevance of our two proposed
transmission mechanisms, our GE estimations also illustrate the limitations of partial or
conditional analyses in providing full resolutions to these empirical puzzles. In general
equilibrium, the presence of multiple shocks and their potential interactions can miti-
gate the quantitative relevance of one particular shock. In our analyses, for example, we
find that even though several proposed shocks can individually generate the observed
Fama coefficient (close to or below zero), simulation data using our GE estimations and
all shocks together do not replicate the observed pattern in the data, rather they imply
a positive Fama coefficient closer to 1. Putting this aspect of our “general equilibrium”
puzzle in a more positive light, we view the conditional results to be insightful in illus-
trating transmission mechanisms and their qualitative relevance; indeed, our conditional
analyses based on full GE estimates provide support for both of the channels we explore.
Their ultimate quantitative relevance in resolving the unconditional empirical puzzles

"To gauge the impact of stochastic volatilities, BBN employ the efficient solution method with second-
order approximation proposed by Benigno, Benigno, and Nistico (2013), which can account for any distinct
and direct effects of volatility shocks, provided that shocks are conditionally linear.
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observed in data, however, ought to be assessed in the GE framework. On that front, our
full model incorporating both of these mechanisms fail to replicate the observe empirical
pattern. A second aspect of the GE puzzle is a reminder that in GE estimations, there
are multiple dynamics to fit, not just the exchange rate. As we incorporate additional
elements into the model to explain one targeted empirical pattern, general equilibrium
estimations help ensure they do not come at a cost of deteriorating fit in other parts of the
GE system.

The remainder of this paper is organized as follows. Section 2 summarizes the previ-
ous studies on the exchange rate dynamics. We also show why the exchange rate dis-
connect can be mitigated in our model with the recursive preference and uncertainty
shocks in line with the reasoning offered by the previous literature. Section 3 presents
the model with recursive preferences and stochastic volatilities in open economies. Sec-
tion 4 shows how we estimate the model in a nonlinear setting by a full-information
Bayesian approach. Section 5 presents our main results and discussions. Finally, Section
6 concludes.

2 Related Literature

The literature on the exchange rate disconnect and the forward premium puzzle is vast
and dates back many decades. While it has branched out and manifested itself as various
well-known empirical puzzles, a simple description of the exchange rate disconnect is
that macroeconomic fundamentals — the theoretical determinants of the exchange rate —
have essentially no explanatory power for actual exchange rate behavior."' The failure of
the uncovered interest rate parity condition is at the heart of this problem.

In this section, we briefly discuss the disconnect problem and puts a particular empha-
sis on the solutions to the UIP puzzle. Then, we explain why our model with recursive
preferences can generate an endogenous time-varying currency risk premium, potentially
replicating the empirical deviations from the UIP condition. We also discuss a key mech-
anism for generating UIP deviations of the empirically relevant size, as emphasized in
Backus, Gavazzoni, Telmer, and Zin (2010), that hinges on the relative magnitudes be-
tween two parameter values: the persistence of monetary policy and that of nominal
volatility shocks. Our GE estimations can evaluate this condition directly from the data,
as we will show in Section 5.

2.1 The UIP puzzle

Ignoring risk and systematic expectation errors, the absence of arbitrage in the interna-
tional asset markets implies the UIP condition, which can be expressed in a log-linear
form as:

Eie;1 — e, = Ry — RI (1)

1See, for example, Meese and Rogoff (1995), Engel and Rogers (1996), Obstfeld and Rogoff (2001) for
a summary of the earlier literature. Evans (2011), Engel (2014), and Burnside (2019) provide additional
survey of recent developments.



where R and R; denote domestic and foreign interest rates, respectively and e, is the
logged nominal exchange rate. The UIP implies that countries with higher relative in-
terest rates should see their currencies depreciate subsequently on average. Under the
assumption of rational expectations, this implication is commonly tested in what is re-
ferred to as the Fama (1984) or UIP regression:'

€ — €1 = Qp + 0y (Rt—l - R:,l) + Uy, (2)

with Hy : ap = 0 and oy = 1. In a wide range of international data, the literature has
consistently found the estimated slope coefficient a; = 1, to be significantly below one,
and often negative, contrary to the theoretical prediction. Structural VARs, such as in
Eichenbaum and Evans (1995), also confirm the empirical observation that a country’s
currency tends to appreciate after a positive monetary policy shock." In terms of financial
trading, Lustig and Verdelhan (2007) and Burnside, Eichenbaum, and Rebelo (2008), for
example, find sizable gains from the carry trade strategy of investing in high interest rate
currencies with funding from low interest rate currencies, confirming the robustness of
the UIP puzzle in the data.

Besides producing the wrong signs, empirical tests of the UIP generally result in ex-
tremely poor fits, with the estimated R-squares near zero. This is indicative of the broader
exchange rate disconnect phenomenon, as interest rates and the UIP condition are a key
channel through which other macro fundamentals interact with the exchange rate. En-
gel and West (2004) and Bacchetta and Wincoop (2006), for example, show that the ex-
change rate volatility is hardly explained by their macroeconomic fundamentals. In a
general equilibrium (GE) context, Lubik and Schorfheide (2006) similarly demonstrate
the exchange rate disconnect using Bayesian maximum likelihood estimations of a two-
country model. Approximating the GE system up to the first order, they find most of the
fluctuations in the nominal exchange rates to come from a direct shock to the exchange
rate itself.

The above results lead to two natural approaches for connecting the exchange rate to
the rest of the macroeconomy."* The first is to augment the UIP condition with a time-
varying risk premium through which macro fundamentals can influence the exchange
rate. If this risk premium is correlated negatively with the interest rate differentials (or
monetary policy shocks) and of sufficient magnitudes, one could attribute the UIP puzzle
— the negative slope coefficient in the Fama regression eq.(2) — to omitted variable biases.
The second approach introduces financial wedge to the UIP condition, representing limits
to arbitrage that can arise from financial or informational frictions.

2The Fama regression can also be expressed in terms of the forward premium, f; — e;, where f; is the log
forward rate. Under covered interest parity f; —e; = R: — R, a condition that has strong empirical support
until recently.

3The paper, as well as Scholl and Uhlig (2008) and Bjernland (2009) further explore the pattern of ”de-
layed overshooting” in exchange rate dynamics.

4The two approaches are by no means exhaustive. For example, an important branch of the literature
focuses on solving the UIP puzzle with deviations from the rational expectations, such as over-confidence,
learning dynamics, or ambiguity aversion. These include Gourinchas and Tornell (2004), Burnside, Han,
Hirshleifer, and Wang (2011), Ilut (2012), and Chakraborty and Evans (2008).
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The literature has emphasized various promising channels to motivate a time-varying
risk premium, such as through disaster risks, liquidity premium, or uncertainty shocks."
The underlying mechanism relies on the covariance of the stochastic discount factor and
the expected payoff to generate an endogenous risk premium that moves in the opposite
direction with the relative interest rate, so as to induce the overall exchange rate response
consistent with the empirical negative Fama coefficient. Note that to have the negative
slope coefficient, movements in the risk premium must be large enough to overcome
the changes in relative interest rates. As is well known in the macro-asset pricing lit-
erature, consumption dynamics are very smooth and therefore, the stochastic discount
factor as well. In order to generate the requisite variations in the stochastic discount fac-
tor, non-time-separable utility functions are often adopted; for example, Verdelhan (2010)
considers external habit formation while Backus, Foresi, and Telmer (2001), Colacito and
Croce (2011), and Bansal and Shaliastovich (2012) employ the recursive preference a la Ep-
stein and Zin (1989) and Weil (1989). They show that the negative correlations between
exchange rate depreciations and interest rate differentials can be replicated under certain
parameter conditions. As for the source of the risk premium, we follow Menkhoff, Sarno,
Schmeling, and Schrimpf (2012) and BBN to focus on the role of stochastic volatilities in
explaining exchange rate behavior. While Menkhoff, Sarno, Schmeling, and Schrimpf
(2012) shows that global foreign exchange volatility risk can explain excess returns from
carry trades, BBN considers both real and nominal macro volatility shocks. By simulating
a two-country NOEM model with recursive preferences, they find that a rise in the volatil-
ity of nominal shocks at home enhance the hedging properties of its currency, thereby
inducing endogenously a risk premium for foreign currency-holding. To re-evaluate the
exchange rate disconnect, we focus on uncertainty shocks regarding the economic funda-
mentals and assess their relevance, using GE estimations, in explaining the UIP puzzle
and the excess exchange rate volatility.

Limits of arbitrage a la Shleifer and Vishny (1997) naturally leads to the failure of the
UIP, as they put a direct wedge in the UIP condition. The possible mechanisms again
vary, and portfolio adjustment costs, limited participations, regulatory constraints have
all been proposed as the possible “micro-foundation” behind the wedge or friction. For
instance, Adolfson, Laseen, Linde, and Villani (2007) assume portfolio adjustment costs
based on the lagged real net foreign asset positions, and show that the lagged nominal
exchange rate can appear in the UIP and provide better model fits. Alvarez, Atkeson, and
Kehoe (2009) incorporate limited participation to affect the risk premium. As inflation
stemming from monetary easing lowers the cost of entry and increases the fraction of
the agents in the asset market, monetary policy affects the marginal utility of market
participants and reduces the currency risk premium. Bacchetta and van Wincoop (2010)
resolves the UIP puzzle by employing the infrequent portfolio decisions, which leads to
the delayed overshooting and therefore gradually appreciates of the high interest rate
currency. Gabaix and Maggiori (2015) extends the model to incorporate large players

5Engel (2016) and Valchev (2017) emphasize the importance of liquidity premium stemming from the
imperfect substitutability between money and bonds for the liquidity service. Rogoff (1977)’s peso problem
and disaster risk are another important branch of literature, more recently explored in Gourio, Siemer, and
Verdelhan (2013) and Burnside, Eichenbaum, Kleshchelski, and Rebelo (2011).
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(financiers) with limited risk-bearing capacities and financial market imperfection. An
adverse shock to the financial system can then lead to positive ex ante returns from the
carry trade, since financiers cannot fully engage in international arbitrage. Our paper
follows Itskhoki and Mukhin (2017) and assumes a direct exogenous shock which hinders
the perfect international financial transactions.

We adopt this direct shock approach instead of specifying any explicit forms of finan-
cial friction in order to gauge how the standard settings in modern macro finance, namely
Epstein and Zin (1989) preferences and uncertainty shocks, can help “reconnect” the ex-
change rate. Any remainder, e.g. variations attributed to the direct shock, we view as
capturing the empirical relevance of the above-mentioned mechanisms.

2.2 Monetary policy and exchange rate dynamics

Backus, Gavazzoni, Telmer, and Zin (2010) and BBN, two papers our modeling approach
follows closely, further emphasize the monetary policy reaction functions in replicating
the negative Fama slope coefficient. Specifically,the persistence in the monetary policy
uncertainty shock process, and the policy inertia, must meet certain parameter restrictions
in order to generate the exchange rate dynamics observed in the data. Since one of the
advantages of our GE estimations is that we can obtain direct estimates for these relevant
parameters, we will briefly present the conditions described in these papers.

For the stochastic volatilities in the model to generate a currency risk premium of the
requisite sign and size, Backus, Gavazzoni, Telmer, and Zin (2010) and BBN show that the
degree of interest rate smoothing in the Taylor type instrument rule, relative to the degree
of persistence in the monetary policy shock, play a key role. Specifically, assuming away
any real dynamics for simplicity, Backus, Gavazzoni, Telmer, and Zin (2010) consider the
following standard Taylor-type feedback rule for monetary policy:

Ry =y +mm+vRi+e

where 7 is inflation, and ¢, is monetary policy shock, assumed to be not only persistent
but also heteroskedastic:

g
€41 = 0o8¢ + /VslUg 4,
— v,V
Vepr = (1 = 8,) 04 0pv¢ + 0"ug, ;.

By assuming symmetry between the two countries, they derive the following result
for the slope coefficient in equation (2):

o= 3)
71

This condition shows that in order for monetary policy volatility shocks to produce the
empirically observed negative o, the policy inertia parameter v, must be larger than the



persistence of the volatility shock, §,.!° Since our GE system estimations with 3rd-order
approximation can incorporate both monetary volatility shocks as well as its persistence,
we can empirically test whether the above condition is generally satisfied. Moreover, we
note that since equation (3) is derived under the stringent assumption of no real dynamics,
the presence of addition shocks, including real ones, may affect this condition and the sign
of the slope coefficient. Direct estimations of the full system therefore can help reveal
the overall balance of these considerations, and reveal 1) whether the exchange rate is
connected or not from macroeconomic fundamentals through stochastic volatilities, and
2) if the negative slope coefficient in UIP regression can be explained by the endogenous
risk premium, as shown in Backus, Gavazzoni, Telmer, and Zin (2010).

3 The Model

The model estimated in this paper is a two-country extension of the standard New Key-
nesian model but incorporates recursive preferences a la Epstein and Zin (1989) and Weil
(1989) together with stochastic volatilities in various structural shocks. The world econ-
omy consists of the US (the domestic or home country) and the Euro area (the foreign
country), which are assumed to be of the same size.'” In each country, the representa-
tive household gains utility from aggregate consumption composed of home and foreign
goods, and trades state contingent assets in both domestic and international asset mar-
kets. Monopolistically competitive firms produce differentiated goods, and are subject
to Calvo (1983)-type staggered price-setting. Monetary authorities adjust the nominal
interest rates in response to inflation and output growth. While we assume symmetric
households preferences, the two regions differ in price-setting, monetary policy and fun-
damental shocks. The assumptions with regard to preferences, technology and complete
financial markets give us a highly tractable framework for the open economy.

3.1 Household

A representative household in the domestic country maximizes the recursive utility:

1—0o

Vi = |u(Cy, Nt)l_a + 8 (Etvtrf)%} )

where 0 measures the inverse of the intertemporal elasticity of substitution, and ¢ is the
coefficient of relative risk aversion. N; denotes labor supply. Aggregate consumption C;
is a composite of home- and foreign-produced goods, Cy, and Cr,, given by

1 n—1 1 n=11]n-1
C, = {(1 —a)n Cyly +anCpl } ,

1®Backus, Gavazzoni, Telmer and Zin (2010) show that without the stochastic volatility, the slope coeffi-
cent in the Fama regression for the real variables cannot be negative as observed from the data.

7This assumption follows from Lubik and Schorfheide (2006). Indeed, the two regions are roughly the
same size and have similar per capita income.
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with

CHt—[/CHt 1_5 } 7 ;
Cpy = [/ Cre(j 1_5 } 7 ;

where Cp,(j) and Cr,(5*) are differentiated Consumptlon goods produced by domestic
and foreign firms, each of which are indexed by j and j* respectively. The parameters «,
n, and p are the steady state share of the domestically produced goods consumption in
the aggregate consumption, the elasticity of substitution between domestically produced
and imported goods, the elasticity of substitution among differentiated products in each
country. Following BBN, we specify the instantaneous utility as

u (Ct, Nt) = th (1 — Nt)l_w
The household’s utility maximization is subject to the budget constraint:

m
PCy+ By + B[ Dy ] = By 4By + Do+ Wil + T,
t+1

where P, is the consumer price index, B, is the holding of the domestic bond, m; . is
the real stochastic discount factor, m, := P,/ P,_; is CPl inflation, D is the state-contingent
payoff, R, is the nominal interest rate, I, is nominal wage, and 7; is the net transfer from
firms and the government.

The optimality conditions for the home household lead to

Cri = (1 — ) pyCh,

Cri=a(prs) " Cy,

Y

Cy = T

(1 — Nt) Wy,

Ry

7Tt+1
Cﬂﬁ (1-0)-1 (1 i Nt+1)(1—w)(1—0)
C'Z’b (1-0)-1 (1 _ Nt)(l—lﬂ)(l—U) ’

1 =Emy 41

Myt+1 = B (Et‘/;1 6) - t+1

where w, := W, /P,.
A representative household in the foreign country faces a symmetric utility maximiza-
tion problem to the one in the home country.
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3.2 Firms

In the home country, each firm, indexed by j, produces one kind of differentiated goods
Y;(j) by choosing a cost-minimizing labor input N;(j), given the real wage w;, subject to
the production function:

Yi(5) = Aw, AN, (),

where A, is a stationary and country-specific technology shock, and Ay, is a non-stationary
worldwide technology component that grows at a constant rate v, i.e.,

Awe

)

Aw-1

Firms set prices of their products on a staggered basis a la Calvo (1983). In each period,
a fraction 1 — 60 € (0, 1) of firms reoptimizes prices, while the remaining fraction # indexes
prices to a weighted average of the past inflation rate for the domestically produced goods
THi—1 = Pui—1/Pni—o and the steady-state inflation rate 7. Then, firms that reoptimize
prices in the current period maximize their expected profit

Each firm sets its price in a monopolistically competitive market to maximize the
present discounted value of their profits:

- Pri() 1T /o1 Wein .
Et Q"mm n : iy i— )/t—i-n (])7
nZ:O * Pt-l—n H ( Hit 1) AWt+nAt+n

subject to the firm-level resource constraint

Yi(j) = Cua (§) + G (3) + Chy (4)

and the downward sloping demand curves, which are obtained from the households’
optimization problems,

. P, )N
Cuy(j) = [ }113;(;)} (Cui+ Gy),
, RO
CH,t( ) = P;)i OH,ta
Hit

where ¢ € [0, 1] denotes the weight of price indexation to past inflation relative to steady-
state inflation, C7, is export of the domestically produced goods, Py is the producer
price index, Py, is the export price of the domestically produced goods in the foreign
currency, G (Gx4(j)) is an external demand component other than consumption.’® The
last equality holds because we assume the law of one price:

Pui(j) = ePr, (7)),

8We assume that only domestically produced goods are used for external demand.
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where e; denotes the nominal exchange rate (the price of foreign currency in terms of
domestic currency).
Let py+ = Pyy/P;. Then, my := Pgt/Pu—1 can be expressed as

PH, t7Tt

PHt— 1

THt =

Moreover, with the auxiliary variables F; and K;, the optimal pricing decision can be
written in the recursive form:

—1—

1 . T Ty 1=
Fy = —puy (CH,t + Gy + CH,t) +O0Em 1 | ——— Fi,
2 THt+1

1

ml—t L —H
T Ty i
- t+1-
THt+1

Ly

2 w—1 A,
Under the present price-setting rule, the inflation rate for the domestically produced
goods 7y, can be related to these auxiliary variables by

1
—1—t, ¢ 1_M 1—p
1—6 (“ ”H,t—l)

TH.t

1—-46

t =

(CHt + G+ Chy t) + O0E;my i1 (

Fy = K.

By aggregating the firm-level resource constraint, we have

Y, = A (OH,t + G+ C;},t) ;

-
where A, = fo [P}’i; )} dj represents price dispersion across firms. The price disper-

sion term evolves according to

TR Sl "
1-90 ( i ) -
At: (1—0) ‘I’e 77'(1— At—l'

1—-6

To specify measurement equations in the subsequent section, we define the output

growth rate Y GR;:
Y:

Vi

Foreign firms’ profit maximization problems are symmetric to those presented above.

YGR, =

13



3.3 Monetary policy

The monetary authority in the home country adjusts the nominal interest Monetary policy
in response to deviations of inflation and output growth from their steady state values.

log <%) — ¢, log (R;) +(1-6,) [ez»ﬂ log (2) + ¢, log (ﬂf)} +log(ery).

where ¢, € [0, 1) is the degree of interest rate smoothing, and ¢, ¢, > 0 are the degrees
of monetary policy responses to inflation and output growth. e, is an exogenous shock
interpreted as an unsystematic component of monetary policy.

The monetary authority in the foreign country also controls the nominal interest rate
following the same type of monetary policy rule.

3.4 Exchange rate and international linkage

Recall that the law of one price holds for prices of domestically produced goods:
Py = GtP}f],p

where e; denotes the nominal exchange rate (the price of foreign currency in terms of
domestic currency). Note that * indicates variables in the foreign currency. We define the
real exchange rate s, as
_ b
St = Pt )
where P; is the foreign aggregate price in the foreign currency. Let py;: = Ppg./P; and
PHt = SiPp,- Then, we have

PHt = StDiy-
Similarly, we can obtain
Prt = Stp},t~

From the definition of the real exchange rate, we have a expression for the nominal

exchange rate depreciation d;:
€t St

d = —— =

-
€t—1 St—1T¢

Regarding the international asset market, the value of the asset in the foreign currency
is given by

M t+1 s«
E/[ Dt+1€t+1]/€t~
T+1
Thus, under the perfect risk sharing, the stochastic discount factor in the foreign currency
my ., must satisfy

*
Myi1  Mipyl €41

£
T4l Tt+1 Gt

Substituting the optimality conditions for the home and foreign households to this equa-
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tion, we have

—o

((V;il)l‘g Et‘@i?) =

1— 1—-0o .
CYy (1= Nyyy) ] Cr.y

_e % 1—¢ " " — St+1
VAR (V) (Cr)’ (1= Nzy)P ] Cin
Czp (1 - Nt)(liw) 0 C’t* (4)
— —St.
R B

Let us denote
Cf (1= N
() (1= Np)"

Then, equation (4) can be written as

Qi = - St )

o—¢
1—¢

(Vi)' E (V)

Qt+1 = Qt .
VAR | (Vi)'

: (6)

where we assume that () = 1, implying that the initial state-contingent wealth equalizes
the marginal utilities across countries. If the preferences were non-recursive, i.e., o = ¢,
then @), = 1 for all ¢, and hence the risk-sharing condition would be reduced to the one
characterized by equation (5) with @); = 1. Thus, we regard equation (5) as the interna-
tional risk-sharing condition and introduce a shock €, to this condition as follows:

l1—0o
o
Ci

Cy (1 — Nyt
(C)* (1= Ny

Here, (), works as the time-varying financial frictions considered in Itskhoki and Mukhin
(2017).

0Q; = St (7)

3.5 Exogenous shocks

The following variables are exogenous in the model: country-specific technology A;, ex-
ternal demand ¢;, monetary policy shock €g, in the home country, the corresponding
foreign variables Aj, g;, €%, and the risk-sharing shock (2;. The stochastic processes for
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these variables are given by

log (As) = palog (As—1) + oasuay,

log () = (1 = pg)log  + pglog (g1-1) + Oyt
log(ert) =0 R,tuaR,ta

log (A7) = pi (At 1) + 034 tut\n

log (g7) = (1 — pg) log g + p;log (9/ 1) + oy yus
log<€Rt) = UsR,t ER,tu

log (%) = palog (1) + oauay,

where pa, pg, Plis Pys P2 € [0,1) are the autoregressive parameters and ua ¢, U ¢, Uep, 1, Uy g

ul ,ul, g, ugy ~ iid. N(0,1) are disturbances to the exogenous processes.

The stochastic processes for the volatilities of the shocks are given by

log (0a) = (1 = po,)log (0a) + poylog (0a—1) + TaZos s,
log (0g4) = (1 pgg) log (04) + po, 108 (0g1-1) + TgZo, 4
108 (02 t) = (1= po.,,) 108 (0cp) + po.,, 108 (Ocgi1) + TepZon 15
log (074,) = (1= p5,) log (o) + o7, log (04 1) + TA%5, 4,
log (U;t) = (1 — p:g) log (ag) + pag log (O'gvt_l) + T;‘z; "
log (02, ,) = (1 ~ Py )10g( o) 05 Jog (02, 1) + 707
log (00.4) = (1 = pog) log (00) + pog l0g (00-1) + TaZeq.r-

Where p; ., Poys Po. s Po o Po,s pj;ER ,Poq € [0,1) are the autoregressive parameters, z,,, 2, ,
Zoeps 2 Zpo ~ 1i.d. N(0,1) are the innovation to the stochastic volatilities, and
TAs Tgs Ters T Ty > To» To @re their respective standard deviations.

* * *
oA 0'97 UER?

3.6 Detrending

To make the model stationary and obtain the steady state, real variables in the home
country are detrended by non-stationary worldwide technology component Ay, so that

vy = Vt/Alév,t/ Y = Yt/AW,t/ CHt ‘= OH,t/AW,t/ Crt ‘= OFJ/AI/V,t/ Wy = wt/AW,tz and g; 1=
Gt/Aw;. Foreign variables are also detrended in the same manner.

The Steady-state conditions in terms of detrended variables are presented in Appendix
A, whereas the detrended system of equations are shown in Appendix B.

4 Solution and Estimation Methods

The model is solved using perturbation methods up to the third-order approximation in
order to take account of the stochastic volatilities in the fundamental shocks. To ensure
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stability, we employ the pruning method developed by Andreasen, Fernandez-Villaverde,
and Rubio-Ramirez (2018).

We estimate the model using a full-information Bayesian approach. Because the model
is no longer linear, the standard Kalman filter is not applicable to evaluate the likelihood
function. Instead, we approximate the likelihood function using the central difference
Kalman filter proposed by Andreasen (2013)."

To approximate the posterior distribution, this paper exploits the generic Sequen-
tial Monte Carlo (SMC) algorithm with likelihood tempering described in Herbst and
Schorfheide (2014, 2015).° In the algorithm, a sequence of tempered posteriors are de-

fined as
[p(XT]9)]™p()
Jp(XT|0)]™p(9)dd)’

The tempering schedule {r,})7, is determined by 7,, = (n/N,)X, where y is a parameter
that controls the shape of the tempering schedule. The SMC algorithm generates pa-
rameter draws and associated importance weights—which are called particles—from the
sequence of posteriors {w, }.7,; that is, at each stage, @, (?) is represented by a swarm

of particles {ﬁff ), wﬁf)}fil, where N denotes the number of particles. For n = 0, ..., N, the

w, (V) = =0,..,N,.

algorithm sequentially updates the swarm of particles {195? ) wl? }V | through importance
sampling.?! Posterior inferences about parameters to be estimated are made based on the
particles {795@, wgf,)T }V, from the final importance sampling. The SMC-based approxima-
tion of the marginal data density is given by

T 1o ~(3), (9
p(X ):H Nzwn Wp—1 ) >
n=1 =1

where @ is the incremental weight defined as ) = [p(X T|19£fll)]7"*T"—1. In the subse-
quent empirical analysis, the SMC algorithm uses N = 2, 000 particles and V. = 50 stages.
The parameter that controls the tempering schedule is set at y = 2 following Herbst and

Schorfheide (2014, 2015).

Seven quarterly time series ranging from 1987Q1 to 2008QQ4 are used for estimation:
the per-capita real GDP growth rate (100A log GDPF;, 100A log GDF)), the inflation rate of
the GDP implicit price deflator (100A log PGDF,;, 100A log PGDF;’), and the three-month
nominal interest rate(/ N7}, INT}), in the US and the Euro Area, and the nominal ex-
change rate depreciation of the US dollar against the Euro (100Alog EX R,). The con-
struction of the data basically follows from Lubik and Schorfheide (2006): The US data are
extracted from the FRED database maintained by the Federal Reserve Bank of St. Louis,
whereas the Euro Area data and the exchange rate series are taken from the Area-Wide

19 Andreasen (2013) argue that quasi maximum likelihood estimators based on the central difference
Kalman filter can be consistent and asymptotically normal for DSGE models solved up to the third order.

2Creal (2007) is the first that applied the SMC methods to the estimation of DSGE models.

ZThis process includes one step of a single-block RWMH algorithm.

17



Model (AWM) database of the European Central Bank.”> The observation equations that
relate the data to model variables are given by

100A log GDP, 5 [ 100YGR;
100A log PGDP, T 1007,
INT, 7 1007
100AlogGDP; | = | 7 | + | 100YGR, | .
100A log PGDP; 7 1007,
INT; 7 1007,
100A log EX R, | 0 100d, |

where 5 = 100(y —1), 7 = 100(7 — 1), 7 = 100(R — 1), and the hatted variables on the right
hand side denote the log deviations from their steady-state values.

Before estimation, parameters regarding the share of foreign goods, the elasticity of
substitution between home and foreign goods, the elasticity of substitution across the
goods within each country, the share of external demand, the steady-state growth, in-
flation, and interest rates, and relative risk aversion are fixed at vy = 0.346, 7 = 0.639,
7 =1274,g/y = 0.18, « = 0.13,n = 1.5, p = 6, ¢ = 0.333, ¢ = € = 5, respectively, to
avoid an identification issue. The values for 7, 7, 7, and g/7 are set at the sample means of
the corresponding data across the two countries so that the ergodic means of the model-
implied observables tend to be close the sample means. The other parameter values are
chosen based on the calibration in BBN. All the other parameters are estimated; their prior
distributions are shown in Table 1. The priors are set according to those used in Smets
and Wouters (2007) and the calibrated values in BBN. For the standard deviations of the
stochastic volatilities (74, 7y, 7, 74, 7,5 7...; Ta ), the prior mean is set in line with the up-
per bound of the estimated standard deviation of the stochastic volatility regarding the
technology shock reported in Fernandez-Villaverde and Rubio-Ramirez (2007).

5 Results

We first report the estimation results and show that they are generally robust across model
specifications and broadly consistent with estimates in the previous literature. We then
discuss how our model can account for the aggregate fluctuations observed in the US-
Euro area data, specifically the exchange rate dynamics. We focus on the sources of ex-
change rate variations, and also present the ”general equilibrium puzzle” in the context
of the UIP slope coefficient.

5.1 Parameter estimates

Table 2 and 3 report the posterior estimates of parameters. To better understand the ef-
fect of higher order approximations and the introduction of stochastic volatilities, we

22For the nominal exchange rate series for the period prior to the introduction of the Euro in 1999, the
USD-ECU (Euroepan Currency Unit) exchange rate is used.
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Table 1: Prior distributions of parameters

Parameter Distribution Mean S.D.
€ Gamma 5.000 0.500
o Gamma 2.000 0.250
0 Beta 0.667 0.100
L Beta 0.500 0.150
o* Beta 0.667 0.100
L* Beta 0.500 0.150
Oy Beta 0.750 0.100
O Gamma 1.500 0.200
by Gamma 0.125 0.050
o Beta 0.750 0.100

M Gamma 1.500 0.200

; Gamma 0.125 0.050
A Beta 0.500 0.150
Py Beta 0.500 0.150
o Beta 0.500 0.150
Py Beta 0.500 0.150
) Beta 0.500 0.150
Po s Beta 0.500 0.150
Do, Beta 0.500 0.150
Po, Beta 0.500 0.150
P, Beta 0.500 0.150
Py, Beta 0.500 0.150
pf,eR Beta 0.500 0.150
Poe Beta 0.500 0.150
1000 4 Inverse Gamma 5.000 2.590
1000, Inverse Gamma 5.000 2.590
1000, Inverse Gamma 0.500 0.260
10007 Inverse Gamma 5.000 2.590
1000, Inverse Gamma 5.000 2.590
10007, Inverse Gamma 0.500 0.260
1000q Inverse Gamma 5.000 2.590
TA Inverse Gamma 1.000 0.517
Ty Inverse Gamma 1.000 0.517
Ten Inverse Gamma 1.000 0.517
Th Inverse Gamma 1.000 0.517
Ty Inverse Gamma 1.000 0.517
T Inverse Gamma 1.000 0.517
Q Inverse Gamma 1.000 0.517
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also estimate a linearized version of the model and a model without stochastic volatil-
ities approximated up to the second and third order for comparison. For each model,
the posterior mean and 90 percent highest posterior density intervals for the estimated
parameters are presented as well as the SMC-based approximation of log marginal data
density log p(Y7).%

The marginal data densities log p(V") indicate that the higher-order approximation of
the model does not contribute to improving the overall fit of the model to the data, and
the baseline model with stochastic volatilities deteriorates the fit even further. This is
because the higher-order approximation with stochastic volatilities imposes such tighter
cross-equation restrictions that do not necessarily improve the empirical performance of
the model.

We note that while the estimates for the structural parameters do not differ much
across the four specifications, remarkable differences arise in the parameters related to
the shocks. First, as the degree of approximation becomes higher, the AR(1) coefficients
for structural shocks tend to decrease. In particular, the third-order approximation with
stochastic volatilities results in substantially smaller persistence estimates (with the ex-
ception of the coefficient on the technology shock in the Euro area p%.) In addition, even
in the baseline model (the third-order approximation with stochastic volatilities), we see
the persistence coefficient on the risk-sharing shock pq, to be very large and close to unity.
The estimated standard deviations of the structural shocks are not very different across
the four model specifications, except in the case of the risk-sharing shock, where the stan-
dard deviation is substantially lower in the baseline specification. These findings suggest
that the risk-sharing shock is absorbing some key empirical properties of the exchange
rate (its persistence or random walk-like behavior), and the introduction of the stochastic
volatilities do affect its role somewhat.

Since our structural model shares many similarities with the one presented in BBN,
we compare our parameter estimates with the values they use for their model calibration.
Table 4 show that our posterior mean estimates are mostly very close to their calibrated
values, except for the monetary policy output response parameters. As such, we have
conducted additional robustness checks to ensure the difference in these parameters do
not lead to any qualitative differences in our main results presented below.

5.2 Impulse responses

This subsection demonstrates that our estimated model can broadly replicate the key ob-
servations about volatility shocks described in BBN: (1) an increase in the volatility of the
productivity shock induces an exchange rate depreciation; (2) an increase in the volatility
of the monetary policy shock induces an exchange rate appreciation; and (3) an increase
in the volatility of the monetary policy shock also causes deviations from the UIP via
increasing the excess return on the foreign currency.

ZThe risk aversion parameter ¢ in the recursive preferences does not appear in the linearized version of
the model.
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Table 2: Posterior distributions of parameters

Linear 2nd order

Parameter Mean 90% interval Mean 90% interval
€ 5.127 [4.308, 5.999] 5.007 [4.389, 5.705]
o 2.184 [1.875,2.501] 2180 [1.962,2.419]
0 0.594 [0.495, 0.707] 0.710 [0.665, 0.761]
) 0.193 [0.048, 0.313] 0.143 [0.048, 0.236]
o* 0.672 [0.603, 0.748] 0.633 [0.581, 0.680]
¥ 0.119 [0.030, 0.199] 0.140 [0.047, 0.234]
o 0.790 [0.754, 0.831] 0.817 [0.785, 0.850]
O 1.946 [1.715,2.190] 1.947 [1.703, 2.160]
by 0.274 [0.164, 0.383] 0.207 [0.139, 0.275]

. 0.768 [0.717,0.815] 0.771 [0.732,0.816]
o 2.017 [1.812,2.244] 2113  [1.911, 2.307]
o, 0.249 [0.147,0.347] 0.207  [0.130, 0.288]
A 0.667 [0.494, 0.813] 0.652 [0.560, 0.732]
Py 0.943 [0.910, 0.977] 0.839 [0.786, 0.884]
P 0.618 [0.530, 0.722] 0.551 [0.453, 0.643]
Oy 0.954 [0.927,0.979] 0.968 [0.947,0.989]
00 0.997 [0.995, 0.999] 0.997 [0.996, 0.999]
1000 4 2.138 [1.337,2.969] 3.003 [2.126, 3.868]
1000, 8.339 [6.913, 9.566] 8.864 [7.495, 10.060]
1000, 0.159 [0.135, 0.185] 0.154 [0.133,0.176]
10007% 2.980 [1.916,4.115] 2.781 [2.055, 3.417]
1000 7.781 [6.613, 8.969] 4706 [4.108, 5.333]
10007, 0.160 [0.137,0.185] 0.161 [0.140, 0.183]
1000q 6.885 [6.059, 7.711] 8.591 [7.538, 9.648]
log p(V7T) -673.902 -683.774

Notes: Notes: This table shows the posterior mean and 90 percent highest posterior density intervals based
on 2,000 particles from the final importance sampling in the SMC algorithm. In the table, log p(J?') repre-
sents the SMC-based approximation of log marginal data density.
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3rd order

3rd order with S.V.

No risk-sharing shock
Parameter Mean 90% interval Mean 90% interval Mean 90% interval
€ 4.388 [4.129, 4.625] 4331 [3.993, 4.669] 4139 [3.775,4.439]
o 2.615 [2.502,2.774] 1.879 [1.682,2.118] 2427  [2.200, 2.628]
0 0.708 [0.675, 0.742] 0.525 [0.473, 0.575] 0.521 [0.469, 0.565]
L 0.140 [0.053, 0.256] 0.340 [0.212, 0.442] 0.587  [0.482, 0.673]
0* 0.495 [0.439, 0.539] 0.766  [0.713, 0.827] 0.840 [0.824, 0.858]
L* 0.330 [0.260, 0.416] 0.389 [0.248, 0.548] 0.616 [0.471,0.792]
o 0.749 [0.715, 0.793] 0.772  [0.703, 0.836] 0.685 [0.632,0.725]
o 2.208 [2.041, 2.360] 2.103 [1.893, 2.348] 1.803 [1.655, 1.946]
by 0.123  [0.096, 0.152] 0.196 [0.164, 0.232] 0.103  [0.069, 0.139]
. 0.745 [0.714, 0.772] 0.794 [0.733, 0.866] 0.699  [0.655, 0.739]
ox 1.428 [1.329,1.489] 1.651 [1.462,1.819] 1.380 [1.245, 1.499]
¥ 0.085 [0.054, 0.116] 0.151  [0.099, 0.204] 0.089  [0.056, 0.122]
PA 0.542 [0.456, 0.620] 0.481 [0.363, 0.590] 0.332  [0.126, 0.473]
Py 0.983 [0.965, 1.000] 0.862 [0.757,0.972] 0.553  [0.356, 0.701]
o 0.562 [0.486, 0.644] 0.822 [0.733, 0.928] 0.930 [0.903, 0.953]
Py 0.947 [0.920, 0.988] 0.390 [0.245, 0.507] 0.581 [0.502, 0.649]
) 0.997 [0.995, 0.999] 0.955 [0.927, 0.990] - -
Po s - - 0.683 [0.588, 0.780] 0.251  [0.090, 0.373]
o, - - 0.513 [0.373, 0.692] 0.386  [0.268, 0.512]
Poc,, - - 0.739 [0.612, 0.882] 0.378  [0.304, 0.462]
i - - 0.567  [0.454,0.710] 0.105 [0.061,0.146]
P, - - 0.337 [0.193, 0.461] 0.241 [0.156, 0.335]
P;R - - 0.362  [0.189, 0.528] 0.356  [0.196, 0.501]
Poe - - 0.389 [0.262, 0.498] - -
1000 4 2.948 [2.218, 3.630] 2.048 [1.452,2.528] 1.396 [1.014, 1.728]
1000, 8.108 [6.955, 9.136] 9.235 [8.100, 10.928] 4.616 [3.417,5.520]
1000, 0.217 [0.172, 0.268] 0.144 [0.106, 0.186] 0.200  [0.143, 0.253]
10007 1.749 [1.370,2.117] 5.293  [4.034, 6.461] 11.140 [9.235, 13.468]
10007, 4.038 [3.405, 4.580] 7.734 [6.522,8.799] 8.034  [6.393, 9.945]
10007, 0.285 [0.148, 0.430] 0.168 [0.107, 0.223] 0.179  [0.133, 0.227]
1000q 6.589 [5.940, 7.360] 4.652 [3.833,5.407] - -
TA - - 0.538 [0.408, 0.674] 1.087 [0.782,1.427]
7, - - 0.862 [0.545,1.115] 1227  [0.851,1.573]
Te - - 1.339 [1.016, 1.686] 0.736  [0.570, 0.888]
T - - 0.720 [0.582, 0.877] 0.987  [0.894, 1.121]
Ty - - 1.162 [0.972,1.338] 1.430 [1.142,1.725]
T - - 1.287 [1.032,1.553] 1.245 [0.930, 1.591]
TQ - - 0.635 [0.486, 0.774] - -
log p(V71) -775.060 -807.321 -919.449

Notes: Notes: This table shows the posterior mean and 90 percent highest posterior density intervals based
on 2,000 particles from the final importance sampling in the SMC algorithm. In the table, log p(JT) repre-
sents the SMC-based approximation of log marginal data density.

22



Table 4: Comparison to BBN

Parameter Our estimate BBN'’s calibration

e 433 5.00
o 1.88 2.00
0 0.53 0.66
o* 0.77 0.75
&, 0.77 0.76
br 2.10 1.41
b, 0.20 0.66
e 0.79 0.84
e 1.65 1.37
By 0.15 1.27

We present the impulse responses for the set of main observed macro variables (Y G R;,
m, Ry, YGRY, 7}, R}, d;), nominal interest rate differential (R; — R;), and the excess return
on the foreign currency (d;+1 + R; — R;). Figure 1 considers a volatility shock to home
technology and Figure 2 a volatility shock to home monetary policy, both at the ergordic
mean of the state variables based on the (posterior mean) parameter estimates obtained
in our baseline estimation. We see that a positive uncertainty shock to home technology
causes a currency appreciation upon impact and subsequent depreciation. In response to
a home monetary volatility shock, on the other hand, the exchange rate appreciates upon
impact, and we see positive deviation from the UIP as demonstrated in BBN.** We note
also that the quantitative impacts these volatility shocks created are small.

In addition to the macro volatility shocks, Figure 3 presents the impulse responses to
the direct (level) risk-sharing shock that we also incorporated into our model. Not sur-
prisingly, the direct shock depreciates the dollar upon impact. We then see a persistent
negative deviation from the UIP as foreign currency excess return declines. This direct
shock also affects other macroeconomic variables to a substantial degree, especially com-
pared to the marginal quantitative impacts of the volatility shocks.

The impulse responses for the all other shocks are presented in the Appendix.

5.3 Accounting for exchange rate volatility

Under log-linearization, the equilibrium conditions presented in section 3 imply the fol-
lowing modified UIP condition, which directly incorporates the risk-sharing shock (2:

Rt — R; = EtdtJrl + Qt - EtQtJrla (8)

2We refer interested readers to BBN for more detailed discussions on the explanations and economic
intuitions behind these results.
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Figure 1: Responses to volatility shock to home technology
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Note: This figure shows the impulse responses of output growth, inflation, the nominal interest rate in
both countries, depreciation of the nominal exchange rate, nominal interest rate differential, and deviation
from the UIP, in terms of deviations from steady-state values, to a one-standard-deviation volatility shock
to home technology, given the posterior mean estimates of parameters in the baseline model.
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Figure 2: Responses to volatility shock to home monetary policy
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Note: This figure shows the impulse responses of output growth, inflation, the nominal interest rate in
both countries, depreciation of the nominal exchange rate, nominal interest rate differential, and deviation
from the UIP, in terms of deviations from steady-state values, to a one-standard-deviation volatility shock
to home monetary policy, given the posterior mean estimates of parameters in the baseline model.
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Figure 3: Responses to risk sharing shock
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Note: This figure shows the impulse responses of output growth, inflation, the nominal interest rate in
both countries, depreciation of the nominal exchange rate, nominal interest rate differential, and deviation
from the UIP, in terms of deviations from steady-state values, to a one-standard-deviation shock to the
risk-sharing condition, given the posterior mean estimates of parameters in the baseline model.
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where the circumflex denotes log deviation from the steady state value. We note that
since deviations from the UIP are now directly captured by this risk-sharing shock, all
deviations from the UIP in the data will be attributable to this risk-sharing shock, imply-
ing its contributions to exchange rate dynamics. Moving beyond linearization, on the
other hand, we note that the international risk-sharing condition, given by equation (7)
earlier, is as follows:

cl(1— N
() (1= 7)Y
where the time-varying (); evolves according to (6). Higher order approximations would
thus imply additional higher order terms or endogenous risk premiums in the resulting

UIP equation. Compared to in the linear case, the contribution of the risk-sharing shock
to overall exchange rate fluctuations is therefore expected to decrease.

l—0 .
¢

Q =
en C,

St

To assess the relative contributions of the two channels, we again consider four speci-
fications: 1) a linearized version of the model, 2) the model without stochastic volatilities
and approximated to the second order; 3) the model without stochastic volatilities and
approximated to the third order, and 4) the full (baseline) model with stochastic volatil-
ities and solved by third-order approximations. We use the posterior mean estimates
from each specification to compute the variances of the observed variables the model
can explain with one shock excluded at a time. We adopt this method because standard
variance decompositions would underestimate the contributions of each shock, as they
cannot capture cross-terms or interactions among shocks that arise in nonlinear settings.
To evaluate the contribution of a shock more appropriately, we measure how its exclusion
affect the data variations the model can explain. To compute these variances, each model
is simulated for 10,100 periods with the first 100 observations discarded.

The numbers reported in each row of Table 5 indicate the fraction of fluctuations in the
observed column variable the model can explain without the particular structural shocks
shown in the left column. We consider the same set of level shocks in all specifications:
Up, Ug, Uep, Wa, Uy, UL, and uq, denoting shocks to home technology, home external de-
mand, home monetary policy, their foreign counterparts indicated with * superscripts,
and also the international risk-sharing condition. In the last panel, we add in the volatil-
ity shocks to the respective level shocks: z,4, 209, Zoers 254s Zogr Z5eps @A 250. The last

column shows the results for nominal exchange rate changes, d;.

We see that excluding the international risk-sharing shock, the linear model with its
remaining macroeconomic shocks can explain only 14% of the exchange rate volatility,
implying that 86% of the exchange rate fluctuations are driven by the direct risk-sharing
shock. From the 2nd panel, we see that approximating the model to the second-order
actually deteriorates the collective contribution from macro shocks slightly, to 11%. Nev-
ertheless, accounting for nonlinearities up to the third order shows substantial improve-
ments in the fraction of exchange rate variance explained;in the final panel, we see that
the macro shocks, with their stochastic volatilities incorporated, can explain 43% of the
observed exchange rate fluctuations. This result is consistent with BBN’s findings based
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Table 5: Relative variances explained by each shock

AlogY; logm logR;, AlogY® logn; logR;  d;

Linear

w/o: Ua 0.690 0.280 0.382 0.994 0954 0.940 0.977
Uy 0423 0962 0.793 1.000 0.992 0.997 0.970
Ue, 0959 0920 0.984 1.000 0.996 1.000 0.983
u 0.985 0933 0.919 0.667 0.242 0.307 0.963
uy 0.999 0995 0.997  0.456 0.966 0.840 0.968
ul, 1.000 0.996 0.999 0.955 0.952 0985 0.989
UuQ 0.925 0920 0.940 0.929 0.896 0921 0.141

2nd order

w/o: Uy 0.837 0331 0.377 0.986 0952 0913 0.979
Uy 0.351 0.943 0.807 1.000 0.992 0.989 0.989
Ue, 0952 0934 0.971 1.000 0.992 0.998 0.979
u’ 0979 0936 0.951 0.590 0.262 0.270 0.965
uy 0.999 0.999 1.003 0.717 0992 0945 0.988
ul, 1.000 0.997 0.999 0.949 0.947 0984 0.990
uQ 0.886 0.815 0.880 0.730 0.903 0.923 0.105

3rd order

w/o: Ua 0.830 0.315 0.290 0.936 0.935 0910 0.936
Uy 0.342 0946 0.868 0.975 0.985 0.967 0.898
Uep, 0931 0925 0.959 0.999 0.995 0.998 0.970
u’ 0986 0934 0.942 0.621 0.355 0.394 0.989
uy 0.999 0.998 1.000 0.765 0.976 0.885 0.991
uy, 0999 0988 0.997 0.821 0.790 0964 0.932
uQ 0.952 0855 0917  0.825 0.957 0.865 0.279

3rd order with SV

w/o: 2o A 0905 0.734 0815 0998 0991 0.997 0.984
Zog 0480 0952 0.808 1.000 0.996 0.998 0.967
Zoe 0913 0.692 0957 1.000 0.996 1.000 0.920
25 099 0963 0.871  0.823 0457 0.427 0.877
zy 0999 0999 0998 0475 0994 0.993 0.998

zj;; 1.000 0987 0992 0946 0938 0976 0.933
260 0986 0971 0940 0997 0964 0959 0.711
ua, zo4 0830 0523 0.664 0998 0984 0.993 0.975
Ug, Zog 0295 0932 0.722 1.000 0994 0.994 0.956
Ueps Zoe, 0907 0.673 0956  1.000 0996 1.000 0.915
uy, 2o 1.003 0936 0.777 0717  0.169 0.108 0.816
Uy, 25, 0999 0998 0998 0338 0.992 0.988 0.997
ur 1.000 0985 0992 0940 0927 0975 0.926

*
€ER’ ZaeR

UQ, 260 0976 0932 0.859 0995 0934 0941 0.425

Notes: The table shows the variances of the output growth rate, the inflation rate, the nominal interest
rate in the home and foreign countries, and the nominal exchange rate depreciation excluding each shock,
relative to those with all the shocks, given the posterior mean estimates of parameters.
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on simulations, that macroeconomic uncertainties can induce a time-varying exchange
rate risk premium that acts as a key source behind exchange rate fluctuations.”

Last but not least, our results show that despite significant contributions from the
macro side, the direct risk-sharing shock still accounts for more than half (57%) of the ex-
change rate fluctuations. These findings support the arguments put forth in e.g. Itskhoki
and Mukhin (2017) on the importance of financial frictions in accounting for the exchange
rate dynamics and aggregate fluctuations in the open economy. To confirm this point, we
re-estimate the baseline model excluding the direct risk-sharing shock, and report the esti-
mates in the last two columns of Table 3. We see that the price indexation parameters and
several AR(1) coefficients all become larger, to account for the persistence in the observed
variables that was captured by the risk-sharing shock in the baseline specification. The
log marginal data density log p(V7) is also substantially lower (—919.4) than that in the
baseline estimation (—807.3), indicating a much worse model fit.

We note that the high (estimated) persistence of the risk-sharing shock is likely behind
why it plays such a significant role in explaining exchange rate fluctuations. As reported
in Tables 2 and 3, the mean estimates for the AR(1) coefficient pq, are all around 0.99 un-
der the three specifications without stochastic volatilities. Even with stochastic volatil-
ities incorporated, the coefficient estaimte remains high at 0.96. This dynamics appears
consistent with the (near) random-walk behavior of exchange rates in the data.

Overall, our results show that by allowing higher order approximations and stochastic
volatilities, the exchange rate behavior is no longer disconnected from the macroeconomy.
Yet, our findings also point to the indispensable role a direct risk-sharing shock plays in
explaining most of variations in the Euro-dollar exchange rate.

5.4 The UIP puzzle

We now turn to examine how the different sources of shocks may be behind the UIP puz-
zle, namely the negative Fama coefficient observed in the data. We construct a set of
artificial time-series data by shutting down all but a single shock each time, and examine
which individual shock can replicate the empirical negative correlation between interest
rate differentials and subsequent nominal exchange rate changes (i.e. high relative inter-
est rate currency appreciates subsequently.)

Considering the set of level shocks first, Figure 4 presents plots of the UIP regressions
using simulated series of the exchange rate depreciation d;;; and the nominal interest rate
differentials R; — R; driven by a single shock, indicated at the top of the graph.”* We note
that all of the macro level shocks - to home and foreign technology (A; and Ay), demand
(9+ and g;), and monetary policy (¢ and ¢} ;) - generate a positive slope coefficient, in

BThese finding also support the view in Bloom (2009) and Fernandez-Villaverde, Guerron-Quintana,
Kuester, and Rubio-Ramirez (2015) that uncertainties can play a major role in explaining aggregate eco-
nomic fluctuations observed in the data.

2Given the posterior mean estimates of parameters in the baseline estimation, the model is simulated for
1,100 periods, and the first 100 observations are discarded.
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Figure 4: UIP regressions based on simulated series driven by each level shock
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line with the theoretical no-arbitrage implication of the UIP, and thus unable to account
for the contrary empirical regularities This outcome is not surprising as it is consistent
with the robustness of the UIP puzzle found in previous literature. The notable figure is
that last one, where the risk-sharing shock, €),, generates a Fama coefficient in line with
the empirics: close to and slightly below zero. This reaffirms our observation based on
the variance decomposition analyses above: the direct risk-sharing shock may play a key
role in explaining exchange rate dynamics.

We next look at how the volatility shocks perform in replicating the empirical negative-
to no-correlation between interest rate differentials and exchange rate changes. Figure 5
depicts UIP regression results using simulated series driven by one individual volatil-
ity shock at a time (together with the corresponding level shock). Here we see more
promising results: while the volatility shocks to technology (04, and ¢’ ;) and foreign de-
mand (0} ,) generate positive Fama coefficients, volatility shocks to monetary policy both
at home and abroad (o.r; and o7y ,), to home demand, and to the risk-sharing wedge
(0q,) all replicate the negative UIP slope coefficients observed in the literature.

The results for the monetary policy uncertainty shocks also confirm the mechanism
proposed in BBN. As explained in Section 2.2, the relative sizes of the persistence param-
eters between monetary policy and stochastic volatilities are important for generating the
target exchange rate dynamics. Backus, Gavazzoni, Telmer, and Zin (2010) and BBN em-
phasize that the slope of the UIP regression is more likely to be negative when interest

30



Figure 5: UIP regressions based on simulated series driven by each volatility shock
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rate smoothing is more active and the persistence of the nominal volatility shock is low.?”

5.5 The general equilibrium puzzle

The above exercises have identified several shocks that can replicate the empirical regu-
larity of a mildly negative Fama coefficient: 1) level and the volatility shocks to the risk-
sharing condition, 2) volatility shocks to home external demand, and 3) volatility shocks
to both home and foreign monetary policy. This set of shocks generally echo findings
and mechanisms proposed in previous papers that rely on simulations with calibrated
parameters. However, we note that these findings are all based on partial equilibrium
or conditional analyses, where all shocks but the proposed one are assumed to be absent.
The actual empirical UIP puzzle, on the other hand, is a pattern that manifests uncondi-
tionally in general equilibrium. As such, the actual empirical relevance of these proposed
mechanisms, in the general equilibrium context, needs to be further evaluated. Put it dif-
ferently for our particular context, besides the set of shocks that produced the desired
negative Fama coefficient, there is the complement set of shocks that support the theo-
retical UIP condition instead. Their relative contributions in general equilibrium need

Y There are more stringent restrictions in deriving an exact condition for generating a negative slope
coefficient, such as low price stickiness, symmetric policy rules, and little interference from real shocks.
We do not test the conditions directly but conducted simulation exercises with a model with low price
stickiness, symmetric monetary policy rules, and no risk-sharing shock. We confirm that the higher the
monetary policy intertia, the lower the Fama coefficient; our simple exercise did not find changes in the
persistence of nominal stochastic volatility shocks to affect the coefficient estimate by much.
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Table 6: Fama coefficients in actual vs. simulated data

Fama Coeff. a; 95%C1T R?
data 0.0477 [C1.4919, 1.5873] 0.00
simulation with all shocks 0.7049 [0.5302, 0.8796] 0.06
simulation without €, 1.0839 [0.9945, 1.1732] 0.36

to be assessed in order to determine whether the proposed models and mechanisms are
empirically relevant.

Our paper has the unique advantage that our full model is estimated directly in gen-
eral equilibrium, so all parameter values are obtained to fit not just one target variable
(e.g. the exchange rate) but the full set of relevant open-economy macro dynamics.”
Given these estimates, we can further examine the aggregate impact of all the proposed
shocks, to determine whether the successes in conditional analyses extend quantitatively
to general equilibrium settings. To this end, we first discuss the stochastic volatilities
identified as potential solutions to the UIP puzzle. We see from the impulse responses
presented above that the effects of volatility shocks on the exchange rate (and also on
other macro variables) is miniscule in magnitude, especially compared to the impact the
international risk-sharing (level) shock €2; creates. We thus conduct the general equilib-
rium analysis focusing on the risk-sharing shock 2, instead, as the quantitative impact of
volatility shocks on macro variables will be dominated. To do so, we use the parameter
estimates from the model to generate simulation data, and see if the with all the shocks
together, their aggregate impact still implies a Fama coefficient close to the one from the
actual data.

Table 6 presents the estimated Fama regression coefficient @; based on three sets of
data: 1) the actual data; 2) simulated data from the baseline model with all shocks and
3rd-order model approximation; and 3) simulated data from the model excluding the
risk-sharing shock €,. We see that while incorporating the risk-sharing shock does slower
the Fama coefficient (from 1.08 to 0.70), the baseline model with the full set of shocks all
together still generate a Fama slope coefficient that is significantly positive.

The finding from the GE analysis leaves us with “the general equilibrium puzzle”
of exchange rate dynamics. While our results show that the exchange rate is not dis-
connected from macro fundamentals, and that the risk-sharing shock can explain a large
fraction of the overall exchange rate volatility, their collective impact on actual exchange
rate, unconditionally, is not quantitatively large enough to resolve the UIP puzzle. In
other words, results derived from partial equilibrium or conditional analyses can offer

The importance of this “multiple target” aspect of the general equilibrium estimation is well-
understood in the broader macroeconomic literature. Models and mechanisms that fit one aspect of the
economy, e.g. dynamics of the real variables, can fail miserably at explaining another, e.g. asset returns.
As discussed earlier, we choose to incorporate stochastic volatilities and recursive preferences as they have
been shown in the close-economy settings to provide reasonable fit of both real variables and asset returns.
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important qualitative insights about potential transmission mechanism, but their over-
all quantitative relevance needs to be evaluated in general equilibrium, due to what the
presence of multiple shocks as well as multiple time series dynamics to explain simulta-
neously.

6 Conclusion

In this paper, we have estimated the two country New Keynesian model with the recur-
sive preferences and stochastic volatilities using higher order approximation and the cen-
tral difference Kalman filter. According to the estimation results, the direct shock to the
international risk-sharing condition, which represents the time-varying financial frictions
that hinder the international arbitrage, is a major driver for the observed exchange rate
dynamics and aggregate fluctuations. We also find that macroeconomic shocks, together
with shocks to their volatility, can explain a significant portion of dollar-euro dynamics
as well. By allowing for higher-order terms and volatility shocks, we thus reconnect the
exchange rate with the macroeconomy, while also providing empirical support, via direct
general equilibrium estimations, that some sources of arbitrage friction play a major role
in driving exchange rate dynamics. The exact micro-foundation behind this direct shock
warrants additional investigation in general equilibrium, so are other mechanisms that
can generate endogenous risk premiums. Additional mechanisms, such as the stochastic
volatilities of news shocks, following ideas developed in Fujiwara, Hirose, and Shintani
(2011) and Schmitt-Grohe and Uribe (2012), may be incorporated into the nonlinear of GE
estimations using the framework presented in this paper. From a structural perspective,
one could consider a setup with local currency pricing as in Betts and Devereux (2000)
and Devereux and Engel (2002), which tend to generate more disconnected exchange rate
behavior.

Most importantly, our explorations in hope of resolving the UIP puzzle instead point
to an important observation that we call the general equilibrium puzzle. We show that
while certain shocks or mechanisms may work well in partial equilibrium analyses and
offer important insights into the possible mechanisms behind certain empirical observa-
tions, they ultimate relevance in explaining the actual data would still need to be evalu-
ated in general equilibrium, where multiple shocks are present, and multiple observable
series are to be explained simultaneously To this end, our model that combined the
key insights from two recent strands of literature is not successful in overturning the UIP
puzzle.

References
ADOLFSON, M., S. LASEEN, ]J. LINDE, AND M. VILLANI (2007): “Bayesian estimation of

an open economy DSGE model with incomplete pass-through,” Journal of International
Economics, 72(2), 481-511.

33



ALVAREZ, F., A. ATKESON, AND P. J. KEHOE (2009): “Time-Varying Risk, Interest Rates,
and Exchange Rates in General Equilibrium,” Review of Economic Studies, 76(3), 851-878.

ANDREASEN, M. M. (2013): “Non-Linear DSGE Models and the Central Difference
Kalman Filter,” Journal of Applied Econometrics, 28(6), 929-955.

ANDREASEN, M. M., J. FERNANDEZ-VILLAVERDE, AND J. F. RUBIO-RAMIREZ (2018):
“The Pruned State-Space System for Non-Linear DSGE Models: Theory and Empiri-
cal Applications,” Review of Economic Studies, 85(1), 1-49.

BACCHETTA, P., AND E. VAN WINCOOP (2010): “Infrequent Portfolio Decisions: A Solu-
tion to the Forward Discount Puzzle,” American Economic Review, 100(3), 870-904.

BACCHETTA, P., AND E. V. WINCOOP (2006): “Can Information Heterogeneity Explain
the Exchange Rate Determination Puzzle?,” American Economic Review, 96(3), 552-576.

BAckus, D. K., S. FORESI, AND C. I. TELMER (2001): “Affine Term Structure Models and
the Forward Premium Anomaly,” Journal of Finance, 56(1), 279-304.

Backus, D. K., F. GAVAZZONI, C. TELMER, AND S. E. ZIN (2010): “Monetary Policy and
the Uncovered Interest Parity Puzzle,” NBER Working Papers 16218, National Bureau
of Economic Research, Inc.

BANSAL, R., AND I. SHALIASTOVICH (2012): “A long-run risks explanation of predictabil-
ity puzzles in bond and currency markets,” The Review of Financial Studies, 26(1), 1-33.

BENIGNO, G., P. BENIGNO, AND S. NISTICO (2011): “Risk, Monetary Policy and the Ex-
change Rate,” in NBER Macroeconomics Annual 2011, Volume 26, NBER Chapters, pp.
247-309. National Bureau of Economic Research, Inc.

(2013): “Second-order approximation of dynamic models with time-varying risk,”
Journal of Economic Dynamics and Control, 37(7), 1231-1247.

BETTS, C., AND M. B. DEVEREUX (2000): “Exchange rate dynamics in a model of pricing-
to-market,” Journal of International Economics, 50(1), 215-244.

BJoRNLAND, H. C. (2009): “Monetary policy and exchange rate overshooting: Dorn-
busch was right after all,” Journal of International Economics, 79(1), 64-77.

BLoOM, N. (2009): “The Impact of Uncertainty Shocks,” Econometrica, 77(3), 623-685.

BURNSIDE, C. (2019): “Exchange Rates, Interest Parity, and the Carry Trade,” in Oxford
Research Encyclopedia of Economics and Finance.

BURNSIDE, C., M. EICHENBAUM, 1. KLESHCHELSKI, AND S. REBELO (2011): “Do Peso

Problems Explain the Returns to the Carry Trade?,” Review of Financial Studies, 24(3),
853-891.

BURNSIDE, C., M. EICHENBAUM, AND S. REBELO (2008): “Carry Trade: The Gains of
Diversification,” Journal of the European Economic Association, 6(2-3), 581-588.

34



BURNSIDE, C., B. HAN, D. HIRSHLEIFER, AND T. Y. WANG (2011): “Investor Overcontfi-
dence and the Forward Premium Puzzle,” Review of Economic Studies, 78(2), 523-558.

CALVO, G. A. (1983): “Staggered prices in a utility-maximizing framework,” Journal of
Monetary Economics, 12(3), 383-398.

CHAKRABORTY, A., AND G. W. EVANS (2008): “Can perpetual learning explain the
forward-premium puzzle?,” Journal of Monetary Economics, 55(3), 477-490.

COLACITO, R., AND M. M. CROCE (2011): “Risks for the Long Run and the Real Exchange
Rate,” Journal of Political Economy, 119(1), 153-181.

CREAL, D. D. (2007): “Sequential Monte Carlo Samplers for Bayesian DSGE Models,”
Unpublished manuscript, Vrije Universiteit Amsterdam.

DEVEREUX, M. B., AND C. ENGEL (2002): “Exchange rate pass-through, exchange rate
volatility, and exchange rate disconnect,” Journal of Monetary Economics, 49(5), 913-940.

DUARTE, M., AND A. C. STOCKMAN (2005): “Rational speculation and exchange rates,”
Journal of Monetary Economics, 52(1), 3-29.

EICHENBAUM, M., AND C. L. EVANS (1995): “Some Empirical Evidence on the Effects
of Shocks to Monetary Policy on Exchange Rates,” The Quarterly Journal of Economics,

110(4), 975-1009.

ENGEL, C. (2014): “Exchange Rates and Interest Parity,” in Handbook of International Eco-
nomics, ed. by G. Gopinath, . Helpman, and K. Rogoff, vol. 4 of Handbook of International
Economics, chap. 0, pp. 453-522. Elsevier.

(2016): “Exchange Rates, Interest Rates, and the Risk Premium,” American Eco-
nomic Review, 106(2), 436—474.

ENGEL, C., aAND J. H. ROGERS (1996): “How Wide Is the Border?,” American Economic
Review, 86(5), 1112-1125.

ENGEL, C., aND K. D. WEST (2004): “Accounting for Exchange-Rate Variability in
Present-Value Models When the Discount Factor Is Near 1,” American Economic Review,
94(2), 119-125.

EPSTEIN, L. G., AND S. E. ZIN (1989): “Substitution, Risk Aversion, and the Temporal
Behavior of Consumption and Asset Returns: A Theoretical Framework,” Econometrica,
57(4), 937-969.

EvVANS, M. D. D. (2011): Exchange-Rate Dynamics, no. 9475 in Economics Books. Princeton
University Press.

FaMA, E. F. (1984): “Forward and spot exchange rates,” Journal of Monetary Economics,
14(3), 319-338.

35



FERNANDEZ-VILLAVERDE, J., P. GUERRON-QUINTANA, K. KUESTER, AND J. RUBIO-
RAMIREZ (2015): “Fiscal Volatility Shocks and Economic Activity,” American Economic
Review, 105(11), 3352-3384.

FERNANDEZ-VILLAVERDE, J., P. GUERRON-QUINTANA, J. F. RUBIO-RAMIREZ, AND
M. URIBE (2011): “Risk Matters: The Real Effects of Volatility Shocks,” American Eco-
nomic Review, 101(6), 2530-2561.

FERNANDEZ-VILLAVERDE, J., AND J. F. RUBIO-RAMIREZ (2007): “Estimating Macroeco-
nomic Models: A Likelihood Approach,” Review of Economic Studies, 74(4), 1059-1087.

FUJIWARA, 1., Y. HIROSE, AND M. SHINTANI (2011): “Can News Be a Major Source of
Aggregate Fluctuations? A Bayesian DSGE Approach,” Journal of Money, Credit and
Banking, 43(1), 1-29.

GABAIX, X., AND M. MAGGIORI (2015): “International liquidity and exchange rate dy-
namics,” The Quarterly Journal of Economics, 130(3), 1369-1420.

GOURINCHAS, P.-O., AND A. TORNELL (2004): “Exchange rate puzzles and distorted
beliefs,” Journal of International Economics, 64(2), 303-333.

GOURIO, F., M. SIEMER, AND A. VERDELHAN (2013): “International risk cycles,” Journal
of International Economics, 89(2), 471-484.

HERBST, E. P.,, AND F. SCHORFHEIDE (2014): “Sequential Monte Carlo Sampling For
DSGE Models,” Journal of Applied Econometrics, 29(7), 1073-1098.

(2015): Bayesian Estimation of DSGE Models, no. 10612 in Economics Books. Prince-
ton University Press.

ILuT, C. (2012): “Ambiguity Aversion: Implications for the Uncovered Interest Rate Par-
ity Puzzle,” American Economic Journal: Macroeconomics, 4(3), 33—65.

ITSKHOKI, O., AND D. MUKHIN (2017): “Exchange Rate Disconnect in General Equilib-
rium,” NBER Working Papers 23401, National Bureau of Economic Research, Inc.

LUBIK, T., AND F. SCHORFHEIDE (2006): “A Bayesian Look at the New Open Economy
Macroeconomics,” in NBER Macroeconomics Annual 2005, Volume 20, NBER Chapters,
pp- 313-382. National Bureau of Economic Research, Inc.

LUSTIG, H., AND A. VERDELHAN (2007): “The Cross Section of Foreign Currency Risk
Premia and Consumption Growth Risk,” American Economic Review, 97(1), 89-117.

McCALLUM, B. T. (1994): “A reconsideration of the uncovered interest parity relation-
ship,” Journal of Monetary Economics, 33(1), 105-132.

MEESE, R. A., AND K. ROGOFF (1995): “A Survey of Empirical Research on Nominal
Exchange Rates,” Handbook of International Economics, 3, 1689-1729.

36



MENKHOFF, L., L. SARNO, M. SCHMELING, AND A. SCHRIMPF (2012): “Currency mo-
mentum strategies,” Journal of Financial Economics, 106(3), 660—-684.

OBSTFELD, M., AND K. ROGOFF (2001): “The Six Major Puzzles in International Macroe-
conomics: Is There a Common Cause?,” in NBER Macroeconomics Annual 2000, Volume
15, NBER Chapters, pp. 339—412. National Bureau of Economic Research, Inc.

RUDEBUSCH, G. D., aND E. T. SWANSON (2012): “The Bond Premium in a DSGE Model
with Long-Run Real and Nominal Risks,” American Economic Journal: Macroeconomics,
4(1), 105-143.

SCHMITT-GROHE, S., AND M. URIBE (2012): “What’s News in Business Cycles,” Econo-
metrica, 80(6), 2733-2764.

SCHOLL, A., AND H. UHLIG (2008): “New evidence on the puzzles: Results from ag-

nostic identification on monetary policy and exchange rates,” Journal of International
Economics, 76(1), 1-13.

SHLEIFER, A., AND R. W. VISHNY (1997): “ The Limits of Arbitrage,” Journal of Finance,
52(1), 35-55.

SMETS, F., AND R. WOUTERS (2007): “Shocks and Frictions in US Business Cycles: A
Bayesian DSGE Approach,” American Economic Review, 97(3), 586—606.

VALCHEYV, R. (2017): “Bond Convenience Yields and Exchange Rate Dynamics,” Boston
College Working Papers in Economics 943, Boston College Department of Economics.

VERDELHAN, A. (2010): “A Habit-Based Explanation of the Exchange Rate Risk Pre-
mium,” Journal of Finance, 65(1), 123-146.

WEIL, P. (1989): “The equity premium puzzle and the risk-free rate puzzle,” Journal of
Monetary Economics, 24(3), 401-421.

37



A Steady state

To avoid nonstationarity, we need to assume
T=7"

at the steady state.
We parameterize g/y instead of g. Thus, Then, g that appears in the subsequent steady-
state conditions are given by

A.1 Domestic

1—671”

)
2(1 - 0p770-))’
)
2(1 - 0770-))’

f=

k:
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A2

Foreign

A.3 International

k*

1— ¥

2 (1 — 6" ByP-o)y’

T 21— 0+ pyr0y)
A* =1,
YGR" =~.
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and
d=1.

B Detrended system of equations
The detrended system of equations consists of 35 equations as shown below.
B.1 Domestic
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B.2 Foreign
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C Impulse responses to the other shocks

In what follows, the figures 6-16 show the impulse responses of the observed variables
YGRy, m, Ry, YGR;, 7/, Rf, d;), nominal interest rate differential (R; — R;), and the excess
return on the foreign currency (d;1; + R} — R;) to the other shocks that are not reported in
Section 5.2, given the posterior mean estimates of parameters in the baseline estimation.
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Figure 6: Responses to home technology shock
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Note: This figure shows the impulse responses of output growth, inflation, the nominal interest rate in
both countries, depreciation of the nominal exchange rate, nominal interest rate differential, and deviation
from the UIP, in terms of deviations from steady-state values, to a one-standard-deviation shock to home
technology, given the posterior mean estimates of parameters in the baseline model.
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Figure 7: Responses to home external demand shock
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Note: This figure shows the impulse responses of output growth, inflation, the nominal interest rate in

both countries, depreciation of the nominal exchange rate, nominal interest rate differential, and deviation

from the UIP, in terms of deviations from steady-state values, to a one-standard-deviation shock to home

external demand, given the posterior mean estimates of parameters in the baseline model.
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Figure 8: Responses to home monetary policy shock
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Note: This figure shows the impulse responses of output growth, inflation, the nominal interest rate in
both countries, depreciation of the nominal exchange rate, nominal interest rate differential, and deviation
from the UIP, in terms of deviations from steady-state values, to a one-standard-deviation shock to home
monetary policy, given the posterior mean estimates of parameters in the baseline model.
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Figure 9: Responses to foreign technology shock
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Note: This figure shows the impulse responses of output growth, inflation, the nominal interest rate in
both countries, depreciation of the nominal exchange rate, nominal interest rate differential, and deviation
from the UIP, in terms of deviations from steady-state values, to a one-standard-deviation shock to foreign
technology, given the posterior mean estimates of parameters in the baseline model.
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Figure 10: Responses to foreign external demand shock
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Note: This figure shows the impulse responses of output growth, inflation, the nominal interest rate in
both countries, depreciation of the nominal exchange rate, nominal interest rate differential, and deviation
from the UIP, in terms of deviations from steady-state values, to a one-standard-deviation shock to foreign
external demand, given the posterior mean estimates of parameters in the baseline model.
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Figure 11: Responses to foreign monetary policy shock
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Note: This figure shows the impulse responses of output growth, inflation, the nominal interest rate in
both countries, depreciation of the nominal exchange rate, nominal interest rate differential, and deviation
from the UIP, in terms of deviations from steady-state values, to a one-standard-deviation shock to foreign
monetary policy, given the posterior mean estimates of parameters in the baseline model.
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Figure 12: Responses to volatility shock to home external demand

YGRt T, Rt
0.06 0015 0.015
0.04
001 0.01
0.02
0.005 0.005
0 W
0 0
5 10 15 20 10 15 20 10 15 20
K * >k
%1073 YGR, %1073 e %1073 R,
4 10 4
8
3 3
2 6
2
1 4
0 2 1
_1 4
0 0
5 10 15 20 10 15 20 10 15 20
*
dt Rt R %1078 t+1 Rt Rt
/\ 1.5
0
001
1
-0.02
0.005
-0.04 05
0 0
5 10 15 20 10 15 20 10 15 20

Note: This figure shows the impulse responses of output growth, inflation, the nominal interest rate in
both countries, depreciation of the nominal exchange rate, nominal interest rate differential, and deviation
from the UIP, in terms of deviations from steady-state values, to a one-standard-deviation volatility shock
to home external demnad, given the posterior mean estimates of parameters in the baseline model.
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Figure 13: Responses to volatility shock to foreign technology
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Note: This figure shows the impulse responses of output growth, inflation, the nominal interest rate in
both countries, depreciation of the nominal exchange rate, nominal interest rate differential, and deviation
from the UIP, in terms of deviations from steady-state values, to a one-standard-deviation volatility shock
to foreign technology, given the posterior mean estimates of parameters in the baseline model.
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Figure 14: Responses to volatility shock to foreign external demand
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Note: This figure shows the impulse responses of output growth, inflation, the nominal interest rate in
both countries, depreciation of the nominal exchange rate, nominal interest rate differential, and deviation
from the UIP, in terms of deviations from steady-state values, to a one-standard-deviation volatility shock
to foreign external demand, given the posterior mean estimates of parameters in the baseline model.
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Figure 15: Responses to volatility shock to foreign monetary policy
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Note: This figure shows the impulse responses of output growth, inflation, the nominal interest rate in
both countries, depreciation of the nominal exchange rate, nominal interest rate differential, and deviation
from the UIP, in terms of deviations from steady-state values, to a one-standard-deviation volatility shock
to foreign monetary policy, given the posterior mean estimates of parameters in the baseline model.
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Figure 16: Responses to volatility shock to risk sharing
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Note: This figure shows the impulse responses of output growth, inflation, the nominal interest rate in both
countries, depreciation of the nominal exchange rate, nominal interest rate differential, and deviation from
the UIP, in terms of deviations from steady-state values, to a one-standard-deviation volatility shock to the
risk-sharing condition, given the posterior mean estimates of parameters in the baseline model.
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