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Abstract

This paper describes Ramses II, the dynamic stochastic general equilibrium (DSGE) model
currently in use at the Monetary Policy Department of Sveriges Riksbank. The model is used
to produce macroeconomic forecasts, alternative scenarios, and for monetary policy analysis.
The model was initially developed by Christiano, Trabandt and Walentin (2011). This paper
describes the version of the model used for policy and differs in some respects from Christiano,
Trabandt and Walentin. Compared with the earlier DSGE model at Sveriges Riksbank, the
Ramses model developed by Adolfson et. al. (2008), Ramses II differs in three important
respects: 4) financial frictions are introduced in the accumulation of capital following Bernanke,
Gertler and Gilchrist (1999), 4¢) the labor market block includes search and matching following
Mortensen and Pissarides (1994), and 4ii) imports are allowed to enter export production as
well as in the aggregate consumption and investment baskets.
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1. Introduction

This paper describes Ramses II, the dynamic stochastic general equilibrium (DSGE) model cur-
rently in use at the Monetary Policy Department of Sveriges Riksbank. The model is used to pro-
duce macroeconomic forecasts, to construct alternative scenarios, and for monetary policy analysis.
The model was initially developed by Christiano, Trabandt, and Walentin (2011), but the current
version of the model differs from CTW in some respects.

Compared with the earlier DSGE model at the Riksbank, the Ramses model developed by
Adolfson, Laséen, Lindé and Villani (2008), Ramses II differs in three important respects. First,
financial frictions are introduced in the accumulation of capital, following Bernanke, Gertler, and
Gilchrist (1999) and Christiano, Motto, and Rostagno (2003, 2008). Second, the labor market block
includes search and matching frictions following Gertler, Sala, and Trigari (2008). Third, imported
goods are used for exports as well as for consumption and investment.

The paper is organized as follows. In Section 2 we describe the theoretical structure of Ram-
ses II. Section 3 describes the Bayesian estimation of the model, and discusses calibration and
the choice of priors. This section also displays how we connect the data to the model through
measurement equations. Section 4 contains the estimation results and discusses model fit, impulse
responses, variance decompositions and some forecasts. Finally, Section 5 concludes. The bulk of

the derivations are in various Appendices.

2. Ramses II: A Small Open Economy Model

The model builds on Christiano, Eichenbaum and Evans (2005) and Adolfson, Laséen, Lindé and
Villani (2008) from which it inherits most of its open economy structure. The three final goods,
consumption, investment and exports, are produced by combining the domestic homogenous good
with specific imported inputs for each type of final good. Specialized domestic importers purchase
a homogeneous foreign good, which they turn into a specialized input and sell to domestic import
retailers. There are three types of import retailers. One uses the specialized import goods to
create a homogeneous good used as an input into the production of specialized exports. Another
uses the specialized import goods to create an input used in the production of investment goods.
The third type uses specialized imports to produce a homogeneous input used in the production
of consumption goods. See Figure A in the Appendix for a graphical illustration. Exports involve
a Dixit-Stiglitz continuum of exporters, each of which is a monopolist that produces a specialized
export good. Each monopolist produces its export good using a homogeneous domestically pro-
duced good and a homogeneous good derived from imports. The specialized export goods are sold
to foreign, competitive retailers which create a homogeneous good that is sold to foreign citizens.

Below we will describe the production of all these goods.



2.1. Intermediate input goods

2.1.1. Production of the Domestic Homogeneous Good

A homogeneous domestic good, Y%, is produced using

1 1 Ad
Y, = U Yi;ddz‘] , 1<\ < oo (2.1)
0 I

The domestic good is produced by a competitive, representative firm which takes the price of
output, P, and the price of inputs, P, as given.

The i*" intermediate good producer has the following production function:
Yii = (ZtHz‘,t)lfa et Ky — z b, (2.2)

where K;; denotes the capital services rented by the i" intermediate good producer, log (z) is a
technology shock whose first difference has a positive mean, log (¢;) is a stationary neutral tech-
nology shock and ¢ denotes a fixed production cost. In general, the economy has two sources of
growth: a positive drift in log (z;) and a positive drift in log (¥;), where ¥, is the state of an

investment-specific technology shock discussed below. The object, 2,7, in (2.2) is defined as:!

In (2.2), H;; denotes homogeneous labor services hired by the it" intermediate good producer.

Firms must borrow a fraction of the wage bill, so that one unit of labor costs is denoted by
WiR{,

with
R =vlIR +1-u], (2.3)
where W; is the aggregate wage rate, R; is the nominal interest rate, and l/{ corresponds to the
fraction that must be financed in advance (Vg = 1 in this version).
By combining the two first-order conditions with respect to capital and labor in the firm’s

cost minimization problem we obtain the firm’s marginal cost, which divided by the price of the

homogeneous good is denoted by mc;:

meo=rt (72) T (2) ()" () " L 2.9

where 7§ is the nominal rental rate of capital scaled by P;, and w; = W;/ (zt+ /P)). ¢ is a tax-like

shock, which affects marginal cost, but does not appear in the production function. If there are

L All the details regarding the scaling of variables are collected in section B.1 in the Appendix. In general lower-case
letters denote scaled variables throughout.



no price and wage distortions in the steady state, 7¢ is isomorphic to a disturbance in Ag, i.e., a
markup shock.
Cost minimization (specifically the first order condition for labor) also yields another expression

for marginal cost that must be satisfied:
L WE
" P MPy,
d (1) @R}
ki ¢ @
€ (1—a) (2 /Hi)

mecy =

= T

(2.5)

where M P} ; denotes the marginal product of labor.?
The 5" firm is a monopolist in the production of the i*” good and so it sets its price. Price setting
is subject to Calvo frictions. With probability £, the intermediate good firm cannot reoptimize its

price, in which case the price is set according to the following indexation scheme:

P, = 7qiPii,

)

Fap = (m_1)™ (R THTF(7)

where kg, s4,are parameters and rg, 4, kg + 24 € (0,1), m—1 is the lagged inflation rate, 7§ is the
central bank’s target inflation rate and 7 is a scalar. Note that in the current version of the model
7¢ =7 = 1.005 (i.e., the inflation target is constant at 2%).3

With probability 1 — £, the firm can optimize its price and maximize discounted profits,

o
Ep Y Fveri{ P Yigrs — meejPoviYieti} (2.6)
=0

subject to the indexation scheme above and the requirement that production equals demand

Ad
P\ 2at
Yii = Y;, 2.
! <Pz‘,t> ' 27)

where v; is the multiplier on the household’s nominal budget constraint. It measures the marginal

value to the household of one unit of profits, in terms of currency. The equilibrium conditions
associated with price setting problem and their derivation are reported in section B.3.1 in the
Appendix.

The domestic intermediate output good is allocated among alternative uses as follows:

Vi =Gy 4+ C+ I + X + Dy (2.8)

?In Ramses I the combination of equation (2.4) and (2.5) defines the rental rate of capital.

3% is a scalar which allows us to capture, among other things, the case in which non-optimizing firms either do
not change price at all (i.e., # = 1, 54 = 1) or index only to the steady state inflation rate (i.e., # = 7, 54 = 1). Note
that we get price dispersion in steady state if s > 0 and if 7 is different from the steady state value of w. See Yun
(1996) for a discussion of steady state price dispersion.



Here, C{ denotes intermediate domestic consumption goods used together with foreign consumption
goods to produce the final household consumption good. Also, Itd is the amount of intermediate
domestic goods used in combination with imported foreign investment goods to produce a homo-
geneous investment good. X{i is domestic resources allocated to exports, Finally, D; is the costs of
the real frictions in the model (investment adjustment costs, capital utilization costs and vacancy
posting costs). The determination of consumption, investment and export demand is discussed

below.

2.1.2. Production of Imported Intermediate Goods

We now turn to a discussion of imports. Foreign firms sell a homogeneous good to domestic
importers. The importers convert the homogeneous good into a specialized input (they “brand
name” it) and supply that input monopolistically to domestic retailers. There are three types of
importing firms: (i) one produces goods used to produce an intermediate good for the production of
consumption, (ii) one produces goods used to produce an intermediate good for the production of
investment, and (iii) one produces goods used to produce an intermediate good for the production
of exports. All importers are subject to Calvo price setting frictions.

Consider (i) first. The production function of the domestic retailer of imported consumption

goods is:

AC

1 1
om = U ( "})mdz} ,
0

where C7} is the output of the ith specialized producer and CJ" is the intermediate good used in
the production of consumption goods. Let P, denote the price index of Ci™ and let P;'Z’C denote
the price of the i*" intermediate input. The domestic retailer is competitive and takes P and

PZTZ’C as given. In the usual way, the demand curve for specialized inputs is given by the domestic
retailer’s first order condition for profit maximization:

AMC
m,c\ A"HC—1

mo_ Cm Pt

1t Tt Pm,c .
it

We now turn to the producer of C’[”;,

who takes the previous equation as a demand curve. This
producer buys the homogeneous foreign good and converts it one-for-one into the domestic differ-
entiated good, C7;. The intermediate good firm must pay the inputs in advance at the beginning
of the period with foreign currency, and finance this abroad. The intermediate good producer’s
marginal cost is

TS PF R, (2.9)

where
R =viR; +1— vy, (2.10)



RY is the foreign nominal interest rate, and S; the exchange rate (domestic currency per unit
foreign currency). There is no risk to this firm, because all shocks are realized at the beginning of
the period, and so there is no uncertainty within the duration of the cash in advance loan about
the realization of prices and exchanges rates. Also, 7, is a tax-like shock, which affects marginal
cost but does not appear in the production function. If there are no price and wage distortions in
the steady state, Tf is isomorphic to a markup shock.

Now consider (ii). The production function for the domestic retailer of imported investment

ST
zgn:[/ ({fi)*?’ldz} .
0

The retailer of imported investment goods is competitive and takes output prices, Ptm’i, and input

goods, I/" is:

prices, Pﬂ’i, as given.
The producer of the i*" intermediate imported investment input buys the homogeneous foreign

good and converts it one-for-one into the differentiated good, I;}. The marginal cost of I} is

m,i * V%
Ty StPt Rt .

Note that this implies the importing investment firm’s cost is P/ (before borrowing costs and
exchange rate conversion), which is the same cost for the specialized inputs used to produce CJ".
This may seem inconsistent with the property that domestically produced consumption and in-
vestment goods have different relative prices. Below, we suppose that the efficiency of imported
investment goods grows over time, in a way that makes our assumptions about the relative costs
of consumption and investment, whether imported or domestically produced.

Now consider (iii). The production function of the domestic retailer of imported goods used in

the production of an input, X;", for the production of export goods is:

! de P
Xtm:[/ (x7m) " di] .
0

The imported good retailer is competitive, and takes output prices, P,"**, and input prices, Pﬁ’x,

as given. The producer of the specialized input, X7, has marginal cost

m,c * U,k
Ty StPt Rt .

Each of the above three types of intermediate good firms is subject to Calvo price-setting
frictions. With probability 1-¢,, ;, the 4t type of firm can reoptimize its price and with probability

§m7j it sets price according to:
m:j — "'mvj m:j
P, it — T P, it—11

. S\ R j
7l = (7‘(‘?1{) T (FEY I e~ g (2.11)

8



for j = ¢,4,2, and K j, %m. j, Km,j + #m,; € (0,1). Note also that in the current version of the
model 7f = 7 = 1.005.

The equilibrium conditions associated with price setting by importers are analogous to the
ones derived for domestic intermediate good producers and are reported in section B.3.5 in the

Appendix. The real marginal cost is

77/Lc;nJ = TT’J il t. R:;’* (212)
Pgﬂ'v]
= 7 LPJP;PIE R
PeP™M P
. c
by

for j = ¢, i, x.

2.2. Production of Final Consumption Goods

Final consumption goods are purchased by households. These goods are produced by a represen-
tative competitive firm with the following linear homogeneous technology:
e

—1 -
1 (e=1) 1 (ne—1) | et

(—w)ie (Cf) ™ +wliom) e | (2.13)

Cy =

using two inputs. The first, C{¢, is a one-for-one transformation of the homogeneous domestic good
and therefore has price, P;. The second input, C}", is the homogeneous composite of specialized
consumption import goods discussed in the next subsection. The price of CJ" is P"°. The represen-
tative firm takes the input prices, P, and P,""“, as well as the output price of the final consumption
good, Pf, as given. Profit maximization leads to the following demand for the intermediate inputs

(in scaled form):

o = (1—we) (pf)™ e,
pc nec

' = wc< Trfc> ct. (2.14)
by

where p§ = Pf/P, and p;"“ = P/ P;. The price of C; is related to the price of inputs by:

1
pi = [(1 = we) e ()| T (2.15)

The rate of inflation of the consumption good is:

1

c_ P [ (—w)Hwe (g T |

ﬂ-t - Pc - 7Tt m.,C 1—77C .
t—1 (1 - Wc) + we (ptil)

(2.16)



2.3. Production of Final Investment Goods

Investment goods are produced by a representative competitive firm using the following technology:
4

1 n;—1 n;—1
UL m -
+w; (It ) i )

n;—1

1

It +(Z(Ut) Kt = \I’t

where we define investment to be the sum of investment goods, Iy, used in the accumulation
of physical capital, plus investment goods used in capital maintenance, a (u;) Ky; where K is the
physical capital stock and section B.2 in the Appendix defines the functional form of a (u;). Capital
maintenance are expenses that arise from varying the utilization of capital, discussed in section 2.5

below. The utilization rate of capital, u;, is defined from
Kt = utl?t.

To accommodate the observation that the price of investment goods relative to the price of
consumption goods is declining over time, we assume that W, is a unit root process with positive
drift. The details of the law of motion of this process is discussed below. (In the current version of
Ramses II this is not stochastic). As in the consumption good sector the representative investment
goods producers takes all relevant prices as given. Profit maximization leads to the following
demand for the intermediate inputs in scaled form:

A T e [ (217)

Hop t ozt ¢

i i ]%
iy = wj %z (z’t—l—a(ut) t) (2.18)
Pe Pop,ebbt st

where pi = U, Pi/P, and p"" = P"™"/P,.
The price of I; is related to the price of the inputs by:

i mai\ 17| T=ni
Py = {(1 — wj) +w; (pt ’ ) } . (2-19)

The rate of inflation of the investment good is:

m,i\ 1"
o | wi) +wi <pt’>
= . (2.20)

o\ 1—n;
Fae | (1= wy) + ws (P?ill)

2.4. Production of Final Export Goods

Total foreign demand for domestic exports is:

Pr\ Ny .
s (5)

10



In scaled form, this is
ze = (Pf) " ;- (2.21)
Here, Y;* is foreign GDP and P} is the foreign currency price of foreign homogeneous goods. P/

is an index of export prices, whose determination is discussed below. The goods, X, are produced

by a representative, competitive foreign retailer firm using specialized inputs as follows:

1 1 Az
X, = [ / X2 dz} . (2.22)
O b

where X, i € (0,1), are exports of specialized goods. The retailer that produces X; takes its
output price, F;", and its input prices, P}, as given. Optimization leads to the following demand

for specialized exports:

Pft ,\;—1
Xt = < ’ ) X;. (2.23)
El Ptx

Combining (2.22) and (2.23), we obtain:

1 1 1-
pPr= {/ ( zxt)l_“dl]
0

The i*" export monopolist produces its differentiated export good using the following CES
production technology:

N

1 Ng—1 1 d Ng=1 | ngp—1
Xi,t — w;?z ( :ﬁ) Nx + (1 — waj)nz (Xi,t> ' 9

where X7} and th are the ¥ exporter’s use of the imported and domestically produced goods,
respectively. We derive the marginal cost from the multiplier associated with the Lagrangian
representation of the cost minimization problem:

1 Ne—1

1 ng—1 1 M Ngy—1
min  7¥ Ptm’foX}j}JrBRfth]Jr)\ Xiy — [wm (X7 e 4+ (1 —wg)m (det) " ] ;

where P,""" is the price of the homogeneous import good and P; is the price of the homogeneous
domestic good. It is assumed that the exporters must finance a fraction of their production costs
in advance implying that RY enters the input cost. Using the first order conditions of this problem

we derive the real marginal cost, mcj :

A Tth;fB [ m,x\1—n 1—177
= we (py T4+ (1l —-w . 2.24
Stptx qtpgpg; !B( t ) ( x) ( )

where lower case letters denote scaled variables and

S
mc; =

P =viR 4+ 11—y, (2.25)

11



where v{ = 1 in the current version, and where we have used

S,PF  S,Py Pf Py

= - pr = DDt 2.26
P, Ptc P, Pt* QPP ( )
From the solution to the same problem we also get the demand for domestic inputs for export
production:
d A e

Xi,t = <TtIRfPt> Xi,t (1 - wx) (227)

The aggregate export demand for the domestic homogeneous input good is

! 1 1"7z ﬂ
Xtd = / thdi = [wx (p;nﬂC) ey (1 _ wx)] Ng (1 . wm) (pgs) Py <pt:r)—77f Yt*a (2.28)
0

where pf is a measure of the price dispersion, which is not active in this version of the model and
hence equal to one (see also section B.3.3 in the Appendix).
The aggregate export demand for the imported input good is:

1 M

1_ —lx

I e ) N RIS,

Xt = Wg pm,w (pt ) Az—l (pt) ! th (229)
t

The *" export firm takes (2.23) as its demand curve, and sets the price subject to Calvo frictions.
With probability &, the ith export good firm cannot reoptimize its price, in which case it update

its price as:
X _ ~ T X
Pi,t = Td5i—1,

REo= (rE)"™ ()T (2:30)

where Ky, s, Ky + 3¢, € (0,1) Note also that in the current version of the model 7% = 7 = 1.005.
The equilibrium conditions associated with price setting by exporters that do get to reoptimize
their prices are analogous to the ones derived for domestic intermediate good producers and are

reported in section B.3.2 in the Appendix.

2.5. Households

Household preferences are given by:

- > N-1 (g. )1+crL )
By B ¢ In(Cy = bCyy) — (P AL (Z ”l;)] , (2.31)

1
=0 =0 LTOL

where (7 is a shock to consumption preferences, Cf} is labor supply shock, ¢;; is hours worked per
employee and [ is the number of workers in cohort i € {0,...N —1} (see Section 2.7). The household

owns the stock of net foreign assets and determines its rate of accumulation.

12



2.5.1. Household Consumption Decision

The first order condition for consumption is:

¢ Gt
——— — BbE — (1475 =0. 2.32
o — ber_y 1 B tCt+1,Uz+,t+1 ~bes ¢z+,tpt ( t) ( )

/’l’z+ ,t
where

_ +
Yo+ = vibiz

is the marginal value of one unit of the homogenous domestic good at time t.

2.5.2. Financial Assets and Interest Rate Parity

The household does the economy’s saving. Period t saving occurs by the acquisition of net foreign
assets, Ay, |, and a domestic asset. The domestic asset is used to finance the working capital
requirements of firms. This asset pays a nominally non-state contingent return from ¢ to ¢ + 1, Ry.
The first order condition associated with this asset is:

7»D,z-htJrl Ry — T? (Rt - 7Tt+1)

Mot t41 T+1

—V,+ .+ BB =0, (2.33)

where 7¥ is the tax rate on the real interest rate on bond income (for additional discussion of 7,
see section 2.9.) A consequence of our treatment of the taxation on domestic bonds is that the
steady state real after tax return on bonds is invariant to .

In the model the tax treatment of domestic agents’ earnings on foreign bonds is the same as
the tax treatment of agents’ earnings on foreign bonds. The scaled date t first order condition

associated with Af, ; that pays R} in terms of foreign currency is:

* * S
St = BEe [StﬂRt O, — 71" <5t+1Rt oy — PiPtHﬂ . (2.34)

Recall that S; is the domestic currency price of a unit of foreign currency. On the left side of this
expression, we have the cost of acquiring a unit of foreign assets. The currency cost is S; and this
is converted into utility terms by multiplying by the Lagrange multiplier on the household’s budget
constraint, vs. The term in square brackets is the after tax payoff of the foreign asset, in domestic
currency units. The first term is the period ¢+ 1 pre-tax interest payoff on A}, |, which is Sy 1 R} ®;.
Here, R} is the foreign nominal rate of interest, which is risk free in foreign currency units. The
term, ®; represents a risk adjustment, so that a unit of the foreign asset acquired in ¢ pays off
R; ®; units of foreign currency in ¢+ 1. The determination of ®; is discussed below. The remaining
term pertains to the impact of taxation on the return on foreign assets. If we ignore the term after
the minus sign within the set of parentheses, we see that taxation is applied to the whole nominal
payoff on the bond, including principle. The term after the minus sign is designed to ensure that

the principal is deducted from taxes. The principal is expressed in nominal terms and is set so that
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the real value at ¢t + 1 coincides with the real value of the currency used to purchase the asset in
period ¢. In particular, recall that S; is the period ¢ domestic currency cost of a unit (in terms of
foreign currency) of foreign assets. So, the period ¢ real cost of the asset is S;/P;. The domestic
currency value in period ¢ + 1 of this real quantity is Py11S;/P;.

We scale the first order condition, eq. (2.34), by multiplying both sides by PtZ;r /St

w + * *
Vory = BE—" [ Rf®; — 7 (5131 R @y — mi1)]s (2.35)
7Tt+1:uz+,t+1
where
St
st = .
TS
The risk adjustment term has the following form:
o =@ (at,EtStJrlSt, i)t) = exp (_&Sa (ar — a) — o, (Eisiy1se — %) + ;bt) ) (2.36)
where, recall,
_ SiAn
at = )
Ptzt

and <~bt is a mean zero shock whose law of motion is discussed below. In addition, &a, &s, a are
positive parameters. In the steady state discussion in the Appendix, we derive the equilibrium
outcomes that a; coincides with a and ®; = 1 in non-stochastic steady state.

The dependence of ®; on a; ensures, in the usual way, that there is a unique steady state
value of a; that is independent of the initial net foreign assets and capital of the economy. The
dependence of ®; on the anticipated growth rate of the exchange rate is designed to allow the model
to reproduce two types of observations. The first concerns observations related uncovered interest
parity. The second concerns the hump-shaped response of output to a monetary policy shock.

A log linear approximation of the model (in which ¢, corresponds to the log deviation of ®;
about its steady state value of unity) implies the following representation of the uncovered interest

parity condition:

R, — R} = EilogSii1 —logS+ ¢y,
= FE;logSi41 —logS; — ¢, AE,log Syy1 — ¢, Alog Sy — ¢, (ay — @) + ¢y,
= (1 - és) AEt log St+1 - &SA IOg St - (E)a (at - ZL) + ét)

where A is the difference operator and ¢, denotes the risk premium on domestic assets.* Consider
first the case in which ¢, = 0 (and ¢, = 0). In this case, a fall in R; relative to R} produces an
anticipated appreciation of the currency. This drop in E;log Si+1 — log S; is accomplished in part

by an instantaneous depreciation in log S;. The idea behind this is that asset holders respond to

“Note that the risk premium has an endogenous part, namely f&SSAEt log St4+1 — QESA log S; — (ESG (at —a) as well
as an exogenous part, namely ¢, which we refer to as the risk premium shock below.
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the unfavorable domestic rate of return by attempting to sell domestic assets and acquire foreign
exchange for the purpose of acquiring foreign assets. This selling pressure pushes log Sy up, until
the anticipated appreciation precisely compensates traders in international financial assets holding
domestic assets.

There is evidence that the preceding scenario does not hold in the data. Vector autoregression
evidence on the response of financial variables to an expansionary domestic monetary policy shock
suggests that E; log Sy1+1 —log S; actually rises for a period of time (see, e.g., Eichenbaum and Evans
(1995)). One interpretation of these results is that when the domestic interest rate is reduced, say
by a monetary policy shock, then risk in the domestic economy falls and that alone makes traders
happier to hold domestic financial assets in spite of their lower nominal return and the losses they

expect to make in the foreign exchange market. Our functional form for ¢, is designed to capture
this idea when ¢, # 0 (and ¢, # 0).

2.6. Capital Accumulation and Financial Frictions

We assume that only the accumulation and management of capital involves frictions, but that
working capital loans are frictionless. Our strategy of introducing frictions in the accumulation and
management of capital follows the variant of the Bernanke, Gertler and Gilchrist (1999) (henceforth
BGG) model implemented in Christiano, Motto and Rostagno (2003). The discussion here borrows
heavily from the derivation in Christiano, Motto and Rostagno (2008) (henceforth CMR).

The financial frictions we introduce reflect fundamentally that borrowers and lenders are dif-
ferent people, and that they have different information. Thus, we introduce ‘entrepreneurs’. These
are agents who have a special skill in the operation and management of capital. Although these
agents have their own financial resources, their skill in operating capital is such that it is optimal for
them to operate more capital than their own resources can support, by borrowing additional funds.
There is a financial friction because the management of capital is risky. Individual entrepreneurs
are subject to idiosyncratic shocks which are observed only by them. The agents that they borrow
from, ‘banks’, can only observe the idiosyncratic shocks by paying a monitoring cost. This type of
asymmetric information implies that it is impractical to have an arrangement in which banks and
entrepreneurs simply divide up the proceeds of entrepreneurial activity, because entrepreneurs have
an incentive to understate their earnings. An alternative arrangement that is more efficient is one
in which banks extend entrepreneurs a ‘standard debt contract’, which specifies a loan amount and
a given interest payment. Entrepreneurs who suffer an especially bad idiosyncratic income shock
and who therefore cannot afford to pay the required interest, are ‘bankrupt’. Banks pay the cost
of monitoring these entrepreneurs and take all of their net worth in partial compensation for the
interest that they are owed. For a graphical illustration of the financing problem in the capital
market, see Figure B.

The amount that banks are willing to lend to an entrepreneur under the standard debt contract
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is a function of the entrepreneur’s net worth. This is how balance sheet constraints enter the model.
When a shock occurs that reduces the value of the entrepreneur’s assets, this cuts into their ability
to borrow. As a result, they acquire less capital and this translates into a reduction in investment
and ultimately into a slowdown in the economy.

The ultimate source of funds for lending to entrepreneurs is the household. The standard
debt contracts extended by banks to entrepreneurs are financed by issuing liabilities to households.
Although individual entrepreneurs are risky, banks themselves are not. We suppose that banks
lend to a sufficiently diverse group of entrepreneurs that the uncertainty that exists in individual
entrepreneurial loans washes out across all loans. Extensions of the model that introduce risk into
banking have been developed, but it is not clear that the added complexity is justified.

In the model, the interest rate that households receive is nominally non state-contingent. This
gives rise to potentially interesting wealth effects of the sort emphasized by Irving Fisher (1933).
For example, when a shock occurs which drives the price level down, households receive a wealth
transfer. Because this transfer is taken from entrepreneurs, their net worth is reduced. With the
tightening in their balance sheets, their ability to invest is reduced.’

As we shall see, entrepreneurs all have different histories, as they experience different idiosyn-
cratic shocks. Thus, in general, solving for the aggregate variables would require also solving for
the distribution of entrepreneurs according to their characteristics and for the law of motion for
that distribution. However, as emphasized in BGG, the right functional form assumptions have
been made in the model, which guarantee the result that the aggregate variables associated with
entrepreneurs are not a function of distributions. The loan contract specifies that all entrepre-
neurs, regardless of their net worth, receive the same interest rate. Also, the loan amount received
by an entrepreneur is proportional to his level of net worth. These are enough to guarantee the

aggregation result.

®With this model, it is typically the practice to compare the net worth of entrepreneurs with a stock market
quantity (index), and we follow this route. Whether this is really appropriate is uncertain. A case can be made
that the ‘bank loans’ of entrepreneurs in the model correspond well with actual bank loans plus actual equity. It is
well known that dividend payments on equity are very smooth. Firms work hard to accomplish this. For example,
during the US Great Depression some firms were willing to sell their own physical capital in order to avoid cutting
dividends. That this is so is perhaps not surprising. The asymmetric information problems with actual equity are
surely as severe as they are for the banks in our model. Under these circumstances one might expect equity holders
to demand a payment that is not contingent on the realization of uncertainty within the firm (payments could be
contingent upon publicly observed variables). Under this vision, the net worth in the model would correspond not
to a measure of the aggregate stock market, but to the ownership stake of the managers and others who exert most
direct control over the firm. The ‘bank loans’ in this model would, under this view of things, correspond to the actual
loans of firms (i.e., bank loans and other loans such as commercial paper) plus the outstanding equity. While this
is perhaps too extreme, these observations highlight that there is substantial uncertainty over exactly what variable
should be compared with net worth in the model. It is important to emphasize, however, that whatever the right
interpretation is of net worth, the model potentially captures balance sheet problems very nicely.
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2.6.1. Capital Accumulation and Investment Decision

The stock of physical capital is owned by the entrepreneur, who determines the rate at which the
capital stock is accumulated and its utilization rate. The law of motion of the physical stock of
capital is subject to investment adjustment costs as introduced by Christiano, Eichenbaum and
Evans (2005):

_ _ a
Kin=0-080) K+, (1—5<It>> I,

t—1
where T} is a stationary investment-specific technology shock that affects the efficiency of trans-

forming investments into capital. In scaled terms the law of motion of capital can be written®
- 1-6 - ~ i
Fig=——k + T, <1 -3 (””M’”)) i, (2.38)
Pttt -1

The first order condition with respect to I (derived from the Lagrangian representation of the

investment purchase and the law of motion for capital) is in scaled terms:

, (Mot ¢y glt T ey A A [y L
—tot 4Dy + Yot 4wt Tt [1 -5 <z’tt> -5 ( atua b > atua L ] (2.39)
’ ’ U—1 (T ()
. . 2
co [ Mzt t+1H0 g1+ T+1
+5¢z+,t+1pk’,t+1'rt+15/< = i )( i > py tr1ba+pi1 = 0.

2.6.2. The Individual Entrepreneur

At the end of period t each entrepreneur has a level of net worth, Ny;;. The entrepreneur’s net
worth, Npy1, constitutes his state at this time, and nothing else about his history is relevant. We
imagine that there are many entrepreneurs for each level of net worth and that for each level of
net worth, there is a competitive bank with free entry that offers a loan contract. The contract is
defined by a loan amount and by an interest rate, both of which are derived as the solution to a
particular optimization problem.

Consider a type of entrepreneur with a particular level of net worth, Ny;1. The entrepreneur
combines this net worth with a bank loan, B;,1, to purchase new, installed physical capital, K1,

from capital producers. The loan the entrepreneur requires for this is:
Bt+1 == Pth/’tR't_H - Nt+1. (240)

The entrepreneur is required to pay a gross interest rate, Z; 11, on the bank loan at the end of period

t+1, if it is feasible to do so. After purchasing capital the entrepreneur experiences an idiosyncratic

%See subsection B.2 in the Appendix for the functional form of the investment adjustment costs, S.
Note that the first order condition for capital in the baseline model (i.e. the model without financial frictions and
the labour market block) implies:
Ry
Tt bt iq1

Yoty = BEW .+ 441 (2.37)
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productivity shock which converts the purchased capital, Ky 1, into K;,jw. Here, w is a unit mean,
lognormally and independently distributed random variable across entrepreneurs. The variance of
logw is 02?. The t subscript indicates that o is itself the realization of a random variable. This
allows us to consider the effects of an increase in the riskiness of individual entrepreneurs. We
denote the cumulative distribution function of w by F(w;o). and its partial derivatives as e.g.
Fy(w;0), Fo(w;o)

After observing the period t+1 shocks, the entrepreneur sets the utilization rate, w11, of capital
and rents capital out in competitive markets at nominal rental rate, Pt+1rf+1. In choosing the cap-
ital utilization rate, the entrepreneur takes into account that operating one unit of physical capital
at rate us41 requires a(ug41) of domestically produced investment goods for maintenance expendi-
tures, where a is defined in (B.4). The first order condition associated with capital utilization is,
in scaled terms:

e = pia (ur), (2.41)

7F = W;rF is the scaled real rental rate of capital.” The entrepreneur then sells the undepreciated
part of physical capital to capital producers. Per unit of physical capital purchased, the entrepreneur
who draws idiosyncratic shock w earns a return (after taxes), of RY " 1w, where RY .1 is the rate of

return on a period ¢ investment in a unit of physical capital:

(1= 7F) gy — %ﬁa(utﬂ) Pi1+ (1= 68)Pry1 Py g1 + THOP Py

)
PPy 4

Rl = (2.42)

where

pi i
2tp=p
\Ijt t to

is the date ¢ price of the homogeneous investment good. Here, Py ; denotes the price of a unit of
newly installed physical capital, which operates in period ¢ + 1. This price is expressed in units
of the homogeneous good, so that P, Py ; is the domestic currency price of physical capital. The
numerator in the expression for Rf " 1 represents the period ¢ + 1 payoff from a unit of additional
physical capital. The timing of the capital tax rate reflects the assumption that the relevant
tax rate is known at the time the investment decision is made. The expression in square brackets
captures the idea that maintenance expenses associated with the operation of capital are deductible
from taxes. The last expression in the numerator expresses the idea that physical depreciation is
deductible at historical cost. Because the mean of w across entrepreneurs is unity, the average

return across all entrepreneurs is Rf +1.8

"The tax rate on capital income does not enter here because maintenance costs are assumed to be deductible from
taxes.
8Tt is convenient to express RY in scaled terms:

(1 - T?) [Ut+1ff+1 - pi+1a(ut+1)] + (1 - 5)Pk'7t+1 + 755%pk’,z

(2.43)
My t41 Pt
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After entrepreneurs sell their capital, they settle their bank loans. At this point, the resources
available to an entrepreneur who has purchased K;,1 units of physical capital in period ¢ and who
experiences an idiosyncratic productivity shock w are Rth/’tRf +1wl_(t+1. There is a cutoff value of

w, W¢+1, such that the entrepreneur has just enough resources to pay interest:
@r+1RY PP 1 Kiv1 = Zii1 Big. (2.44)
Entrepreneurs with w < w41 are bankrupt and turn over all their resources,
RY WP Py Ky,
which is less than Z;11B¢y1, to the bank. In this case, the bank monitors the entrepreneur, at cost
pRY WP Py Ky i1,

where p > 0 is a parameter.

Banks obtain the funds loaned in period ¢ to entrepreneurs by issuing deposits to households
at gross nominal rate of interest, R;. The subscript on R; indicates that the payoff to households
in ¢t + 1 is not contingent on the period ¢ + 1 uncertainty. This feature of the relationship between
households and banks is simply assumed. There is no risk in household bank deposits, and the
household Euler equation associated with deposits is exactly the same as (2.33).

We suppose that there is competition and free entry among banks, and that banks participate
in no financial arrangements other than the liabilities issued to households and the loans issued to
entrepreneurs.’ It follows that the bank’s cash flow in each state of period t + 1 is zero, for each
loan amount.!? For loans in the amount, B; 1, the bank receives gross interest, Zi+1Byiy1, from the
1 — F (W¢41; 0¢) entrepreneurs who are not bankrupt. The bank takes all the resources possessed
by bankrupt entrepreneurs, net of monitoring costs. Thus, the state-by-state zero profit condition
is: S

(1 — F(@141;0¢)] Zi41Biy1 + (1 — M)/O wdF (w;01) R PPy 1Kyy1 = Ry By,

or, after making use of (2.44) and rearranging,

k

R
o =01 (2.45)

[D(@ey150¢) — pG(Dr11504)] R
t

where pr/ ¢ = WPy 4.

1f banks also had access to state contingent securities, then free entry and competition would imply that banks
earn zero profits in an ex ante expected sense from the point of view of period t.

10 Absence of state contingent securities markets guarantee that cash flow is non-negative. Free entry guarantees
that ex ante profits are zero. Given that each state of nature receives positive probability, the two assumptions imply
the state by state zero profit condition quoted in the text.
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where
D41
G(wit1;01) = /0 wdF(w; oy).
[(Wig150¢) = @eg1 [1 = F(@r41500)] + G(@e415 04),
0 = Pth:’,tI_(t+1'
Nt

The expression, I'(wi11;0¢) — uG(@wi41;0¢) is the share of revenues earned by entrepreneurs that
borrow By, which goes to banks. Note that I'g(wi11;0¢) = 1—F(wig1;0¢) > 0 and Gg(wig1;0¢) =
W1 F5(@0pp1;0¢) > 0. It is thus not surprising that the share of entrepreneurial revenues accruing
to banks is non-monotone with respect to w;11. BGG argue that the expression on the left of
(2.45) has an inverted ‘U’ shape, achieving a maximum value at w;; = w*, say. The expression is
increasing for w¢41 < w* and decreasing for w¢11 > w*. Thus, for any given value of the leverage
ratio, g;, and Rf '+1/ Ry, generically there are either no values of w1 or two that satisfy (2.45). The
value of @w;11 realized in equilibrium must be the one on the left side of the inverted ‘U’ shape.
This is because, according to (2.44), the lower value of w1 corresponds to a lower interest rate
for entrepreneurs which yields them higher welfare. As discussed below, the equilibrium contract
is one that maximizes entrepreneurial welfare subject to the zero profit condition on banks. This
reasoning leads to the conclusion that Wy falls with a period ¢ + 1 shock that drives Rfﬂ up.
The fraction of entrepreneurs that experience bankruptcy is F' (w41; 0¢) , so it follows that a shock
which drives up Rf 1 has a negative contemporaneous impact on the bankruptcy rate. According
to (B.28), shocks that drive Rfﬂ up include anything which raises the value of physical capital
and/or the rental rate of capital.

As just noted, we suppose that the equilibrium debt contract maximizes entrepreneurial welfare,
subject to the zero profit condition on banks and the specified required return on household bank
liabilities. The date ¢ debt contract specifies a level of debt, B;y1 and a state ¢t + 1—contingent
rate of interest, Z;11. We suppose that entrepreneurial welfare corresponds to the entrepreneur’s
expected wealth at the end of the contract. It is convenient to express welfare as a ratio to the

amount the entrepreneur could receive by depositing his net worth in a bank:

Ey [ [RF \wPPy K11 — Zi41 B ] dF (w;oy)

t Jopin
RNt

By [o, lw— @] dF (ws00) RYyy PPy Ky
B R¢Ni+1

] i
=B ¢ [1 = T(©eg1500)] R (%
after making use of (2.40), (2.44) and

1= / wdF(w;o4) = / wdF(w;o0¢) + G(0p41;0¢)-
0 @

t+1
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We can equivalently characterize the contract by a state-t + 1 contingent set of values for @y
and a value of g,. The equilibrium contract is the one involving w11 and g, which maximizes entre-
preneurial welfare (relative to R;N;y1), subject to the bank zero profits condition. The Lagrangian

representation of this problem is:

k

R RF
max Ey ¢ [1 — (@415 0¢)] ﬁgt + At1 | [D(@e4150¢) — pG (@415 0¢)] ith —o;+1 )
O @41} Ry R;

where Aty is the Lagrange multiplier which is defined for each period t 4+ 1 state of nature. The

first order conditions for this problem are:

RF RE
E; {[1 — (@441 0¢)] %tl + Ai41 ([F(@t—i-l; ot) — pG(@0i41;04)] gfl — 1) } =0
t
RE RE
—Tg(@ig1;50¢) ]t%+1 + Myt To(@eg1;0¢) — pGo(@eg1; 04)] ];H =0
t t
_ ) Ry
[[(@r41;0¢) — pG (@415 0¢)] R 4 atl =0

where the absence of A1 from the complementary slackness condition reflects that we assume
At+1 > 0 in each period t + 1 state of nature. Substituting out for A\;y; from the second equation

into the first, the first order conditions reduce to:

[1 _ F((D o )] Rfﬂ To(@i41;50¢)
E t+1, 9 Ry Io(@tr150t) —pGo(@ig150¢) 0 (2 46)
t B _ Rf = ) .
<[F(wt+1;0t) — pG(@ry150¢)] gt — 1)
Rk
[[(@it1500) — pG(@Dr41501)] %Qt —o0+1 = 0, (2.47)

fort =0,1,2,...00 and for t = —1,0, 1,2, ... respectively.
Since N¢y1 does not appear in the last two equations, we conclude that g, and @y are the

same for all entrepreneurs, regardless of their net worth. The results for g, implies that

i.e. that an entrepreneur’s loan amount is proportional to his net worth. Rewriting (2.40) and

(2.44) we see that the rate of interest paid by the entrepreneur is

—~ k ~ k
7 - WtJrlRt—i—l N wt+1Rf;+1 (2 48)
t+l = N Niyi - _ 1 ’
Pth’,tkt"rl O

which is the same for all entrepreneurs, regardless of their net worth.

2.6.3. Aggregation Across Entrepreneurs and the External Financing Premium

The law of motion for the net worth of an individual entrepreneur is
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Vi=RNP 1Py 1K —T(@00 1) RFP1 Py 1Ky, (2.49)

Each entrepreneur faces an identical and independent probability 1 — 7, of being selected to
exit the economy. With the complementary probability, v;, each entrepreneur remains. Because
the selection is random, the net worth of the entrepreneurs who survive is simply v,V;. A fraction,
1 —~,, of new entrepreneurs arrive. Entrepreneurs who survive or who are new arrivals receive a
transfer, W¢. This ensures that all entrepreneurs, whether new arrivals or survivors that experienced
bankruptcy, have sufficient funds to obtain at least some amount of loans. The average net worth
across all entrepreneurs after the W transfers have been made and exits and entry have occurred,

,uf(f}t wdF(w; at_l)RfPt_lPk@t_lI_(t
P 1Py 1Ky — Ny
W, (2.50)

Niyv = v {RIP1Pyy K — |Riq + (Pi—1Py 1K — Ny)}

where upper bar over a variable denotes its aggregate average value. For a derivation of the
aggregation across entrepreneurs see Appendix B.4.1.

We now turn to the external financing premium for entrepreneurs. The cost to the entrepreneur
of internal funds (i.e., his own net worth) is the interest rate, Ry, which he loses by applying it to
capital rather than just depositing it in the bank. The average payment by all entrepreneurs to the
bank is the entire object in square brackets in equation (2.50). So, the term involving u represents
the excess of external funds over the internal cost of funds. As a result, this is one measure of the
risk premium in the model. Another is the excess of the interest rate paid by entrepreneurs who
are not bankrupt, over R; : .
Zi — Ry = 0

Pit tktt1

- Rt’

according to (2.48).

2.7. Wage Setting and Employment Frictions

The labor market is modeled through the search and matching framework of Mortensen and Pis-
sarides (1994) and, more recently, Hall (2005a,b,c) and Shimer (2005 and 2012) - following the GST
strategy implemented in Christiano, Ilut, Motto, and Rostagno (2007). This framework allows for
variation in both the extensive (employment) and intensive (hours per worker) margin, which is an
important empirical observation. Most of the variation in hours worked in Sweden appears to be

generated by the extensive margin.!'!

A simple data analysis on Swedish data 1995q1-2009¢2, following the method of Hansen (1985), using the de-
composition
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In the model, labor services are supplied to the homogeneous labor market by ‘employment
agencies’ (see Figure B for a graphical illustration). This leaves the equilibrium conditions asso-
ciated with the production of the homogeneous good unaffected. Key labor market activities -
vacancy postings, layoffs, labor bargaining, setting the intensity of labor effort - are all carried out
inside the employment agencies.'?

Each household is composed of many workers, each of which is in the labor force. A worker
begins the period either unemployed or employed with a particular employment agency. Unem-
ployed workers do undirected search. They find a job with a particular agency with a probability
that is proportional to the efforts made by the agency to attract workers. Workers are separated
from employment agencies either exogenously, or because they are actively cut. Workers pass back
and forth between unemployment and employment with an agency. There are no agency to agency
transitions.

The events during the period in an employment agency are displayed in Figure C. Each em-
ployment agency begins a period with a stock of workers. That stock is immediately reduced by
exogenous separations and it is increased by new arrivals that reflect the agency’s recruiting efforts
in the previous period. Then, the economy’s aggregate shocks are realized.

At this point, each agency’s wage is set. The agencies are allocated permanently into N equal-
sized cohorts and each period 1/N agencies establish a new wage by Nash bargaining. When a new

wage is set, it evolves over the subsequent N — 1 periods according to:

Witr1 = Twi+1Wie (2.51)

~ c\RKw (=cC 1=K — 20w v\ Mo v
Fuogsr = (7)™ (75,1)" D () (2.52)

where Ky, sy, D, Kw + 220 € (0,1). The wage updating factor, 7, ¢+1, is sufficiently flexible that
we can adopt a variety of interesting schemes. The wage negotiated in a given period covers all
workers employed at an agency for each of the subsequent N — 1 periods, even those that will
not arrive until later. The bargaining arrangement is unionized, so that a union representing the
‘average worker’ bargains with the employment agency.

Next, if we allow for endogenous layoffs, each worker draws an idiosyncratic productivity shock.

A cutoff level of productivity is determined, and workers with lower productivity are laid off. From a

var (H¢) = var (s;) + var (Lt) + 2covar (g4, Lt ) ,

where H: denotes total hours worked, ¢; hours per worker and L; number of people employed. H; and L: are in
per capita terms (of the adult population) and all series are HP-filtered with A = 1600, indicates that roughly 4/5th
of the variation in total hours worked comes from variation in employment and 1/5th from variation in hours per
worker. The covariance term is close to 0, which is in line with previous Swedish evidence and institutional factors
that discourage over-time work.

12 An alternative, perhaps more natural, formulation would be for the intermediate good firms to do their own
employment search. We instead separate the task of finding workers from production of intermediate goods in
order to avoid adding a state variable to the intermediate good firm, which would complicate the solution of their
price-setting problem.

23



technical point of view this modelling is symmetric to the modeling of entrepreneurial idiosyncratic
risk and bankruptcy. We consider two mechanisms by which the cutoff is determined. One is
based on the total surplus of a given worker and the other is based purely on the employment
agency’s interest.'? After this endogenous layoff decision, the employment agency posts vacancies
and the intensity of work effort is chosen efficiently, i.e. so that the value of labor services to
the employment agency is equated to the cost of providing it by the household. At this point
the employment agency supplies labor to the labor market. We now describe these various labor
market activities in greater detail. We begin with the decisions at the end of the period and work
backwards to the bargaining problem. This is a convenient way to develop the model because the
bargaining problem internalizes everything that comes after. The actual equilibrium conditions are

displayed in the Appendix.

2.7.1. Labor Hours

Labor intensity is chosen to equate the value of labor services to the employment agency with the
cost of providing it by the household. To explain the latter, we again display the utility function
of the household:

oo N-1 1+op,
(e Si,t+1 —i i
B B G (ot = 1) — s | 3 S - F L)) @)
=0 =0

Here, ¢ € {0,..., N — 1} indexes the cohort to which the employment agency belongs. The index,
1 = 0 corresponds to the cohort whose employment agency renegotiates the wage in the current
period, ¢ = 1 corresponds to the cohort that renegotiated in the previous period, and so on. The
object, I} denotes the number of workers in cohort i, after exogenous separations and new arrivals
from unemployment have occurred.

[1-F(a)] (2.54)

denotes the number of workers with an employment agency in the i** cohort who survive the
endogenous layoffs.'* It should be noted that the current version of Ramses II does not allow for
endogenous layoffs, so F} = 0 for all j and ¢, in the subsequent equations.

Let ¢;; denote the number of hours supplied by a worker in the ith cohort. The absence of

the index, a, on ¢;; reflects our assumption that each worker who survives endogenous layoffs in

31n the current version of Ramses II we do not consider endogenous layoffs, where each worker draws an idiosyn-
cratic productivity shock, a cutoff level of productivity is determined, and workers with lower productivity are laid
off. There are two mechanisms by which the cutoff can be determined. One is based on the total surplus of a given
worker and the other is based purely on the employment agency’s interest.

“Let al denote an idiosyncratic productivity shock drawn by a worker in cohort . Then, @i, denotes the
endogenously-determined cutoff such that all workers with a < @i are laid off from the firm. Also, let

F(ai) = Plai <ai

denote the cumulative distribution function of the idiosyncratic productivity shock. (In practice, we assume that F
is lognormal with Fa = 1 and standard deviation of log (a) equal to 0q.)
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cohort ¢ works the same number of hours, regardless of the realization of their idiosyncratic level

of productivity. The disutility experienced by a worker that works ¢; ; hours is:

(Gig) T"

h
A
The utility function in (2.53) sums the disutility experienced by the workers in each cohort.
Although the individual worker’s labor market experience - whether employed or unemployed -
is determined by idiosyncratic shocks, each household has sufficiently many workers that the total

fraction of workers employed,
N-1

L= (-7 @)

i=0
as well as the fractions allocated among the different cohorts, [1 - F (d;ﬁ)] L i=0,..,N—1, are
the same for each household. We suppose that all the household’s workers are supplied inelastically
to the labor market (i.e., labor force participation is constant).

The household’s currency receipts arising from the labor market are:

) 1— 7Y
(1—7)) (1 = Ly) Pb"z +2Wt (1= 7 (@)] tisiay—n Tt (2.55)
Tt

where W}/ is the nominal wage rate earned by workers in cohort i = 0,..., N — 1. The presence of
the term involving b* indicates the assumption that unemployed workers, 1 — Ly, receive a pre-tax
payment of b%z;" final consumption goods. These unemployment benefits are financed by lump sum
taxes. As in our baseline model, there is a labor income tax 7§ and a payroll tax 7} that affect the
after-tax wage.

Let Wy denote the price received by employment agencies for supplying one unit of labor service.
It represents the marginal gain to the employment agency that occurs when an individual worker
increases time spent working by one unit. Because the employment agency is competitive in the
supply of labor services, it takes W; as given. We treat W; as an unobserved variable in the data.
In practice, it is the shadow value of an extra worker supplied by the human resources department
to a firm.

Following GST, we assume that labor hours are chosen to equate the worker’s marginal cost of

working with the agency’s marginal benefit:

1
tht C?ALC - (2.56)

Ut 17w 1+

for i = 0,...,N — 1. Here, Gi denotes expected productivity of workers who survive endogenous

separation: '
&t
1—F

G = (2.57)
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where

o0

g = E(ai;aa’t)z/ adF (a;044) (2.58)

ag
Fi = Fl(a;0a4) :/ dF (a;044) - (2.59)
0

To understand the expression on the right of (2.56), note that the marginal cost, in utility terms,
to an individual worker who increases labor intensity by one unit is C?A Lg;’:tL. This is converted to
currency units by dividing by the multiplier, v;, on the household’s nominal budget constraint, and
by the tax wedge (1 —77) /(1 4+ 7{). The left side of (2.56) represents the increase in revenues to
the employment agency from increasing hours worked by one unit (recall, all workers who survive
endogenous layoffs work the same number of hours.) Division by 1 — F7 is required in (2.57) so
that the expectation is relative to the distribution of a conditional on a > (‘L{.

Labor intensity is the same in all cohorts since Ramses I does not allow for endogenous layoffs.

2.7.2. Vacancies and the Employment Agency Problem

The employment agency in the i*” cohort determines how many employees it will have in period

t + 1 by choosing vacancies, vi. The vacancy posting costs associated with v} are:

Hj ( - %ég)] zg)¢ [1 -7 (@)] b,

units of the domestic homogeneous good. The parameter ¢ determines the curvature of the cost

function and in practice we set ¢ = 2. Also, nzj /@ is a cost parameter which is assumed to grow
at the same rate as the overall economic growth rate and, as noted above, [1 -F (EL%)] It denotes
the number of employees in the i*" cohort after endogenous separations have occurred. Also, Q;
is the probability that a posted vacancy is filled, a quantity that is exogenous to an individual
employment agency. The functional form of our cost function reduces to the function used in GT
and GST when ¢ = 1. With this parameterization, costs are a function of the number of people
hired, not the number of vacancies per se. We interpret this as reflecting that the GT and GST
specifications emphasize internal costs (such as training and other) of adjusting the work force,
and not search costs. In models used in the search literature (see, e.g., Shimer (2005a)), vacancy
posting costs are independent of @, i.e., they set + = 0. To understand the implications for our
type of empirical analysis, consider a shock that triggers an economic expansion and also produces
a fall in the probability of filling a vacancy, Q). We expect the expansion to be smaller in a version
of the model that emphasizes search costs (i.e., ¢ = 0) than in a version that emphasizes internal
costs (i.e., t =1).

To further describe the vacancy decisions of the employment agencies, we require their objective

function. We begin by considering F’ (l? , wt) , the value function of the representative employment
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agency in the cohort, ¢ = 0, that negotiates its wage in the current period. The arguments of F'
are the agency’s workforce after beginning-of-period exogenous separations and new arrivals, 19,
and an arbitrary value for the nominal wage rate, w;. That is, we consider the value of the firm’s
problem after the wage rate has been set.

We suppose that the firm chooses a particular monotone transform of vacancy postings, which

we denote by o : '
Qivt
(1-#)

where 1 — ]:g denotes the fraction of the beginning-of-period ¢t workforce in cohort j which survives

N
N
Il

endogenous separations. The agency’s hiring rate, x, is related to ¥} by:
Xi = Q' (2.60)

To construct F (l? ,wt) , we must derive the law of motion of the firm’s work force, during the
period of the wage contract. If I} is the period ¢ work force just after exogenous separations and
new arrivals, then (2.54) is the size of the workforce after endogenous separations. The time ¢ 4 1
workforce of the representative agency in the i*" cohort at time ¢ is denoted l;ﬂ That workforce
reflects the endogenous separations in period t as well as the exogenous separations and new arrivals
at the start of period ¢t + 1. Let p denote the probability that an individual worker attached to an
employment agency at the start of a period survives the exogenous separation. Then, given the
hiring rate, x%, we have

i = (d+e) (1- 7). (2.61)
for j =0,1,..., N — 1, with the understanding here and throughout that j = N is to be interpreted
as j = 0. Expression (2.61) is deterministic, reflecting the assumption that the representative
employment agency in cohort j employs a large number of workers.

The value function of the firm is:

N-1 0o
. Vi i
F (l?,wt) = Z ﬁjEt% max [X] (Wigja — Ty jwi) Sji45dF (a) (2.62)

~J =7
j=0 t (”t+j7“t+j) t+j
+
Rz, - . © . .
) (~7 J J
—Pt+17 (Ut+j) (1_}—t+j s

U ~
+BNE, tJNF (l?+NaWt+N),
t

where I/ evolves according to (2.61), ¢;t satisfies (2.56) and

Fwtri Fwtil, § >0
Ptd‘ — { w,t+j ) w,t+1 :; “ o . (263)

Here, 7, is defined in (2.52). The term, I'; jw;, represents the wage rate in period ¢ + j, given the

wage rate was w; at time ¢ and there have been no wage negotiations in periods ¢t + 1, t + 2, up to
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and including period ¢ + j. In (2.62), Wt+ ~ denotes the Nash bargaining wage that is negotiated in
period t + N, which is when the next round of bargaining occurs. At time ¢, the agency takes the
state t + N —contingent function, V~Vt+ N, as given. The vacancy decision of employment agencies
solve the maximization problem in (2.62).

It is easily verified using (2.62) that F' (I, w;) is linear in [
F(If,w) = J (wy) 17, (2.64)

where J (w;) is not a function of [9. The function, J (w;), is the surplus that a firm bargaining in
the current period enjoys from a match with an individual worker, when the current wage is w;.
Although later in the period workers become heterogeneous when they draw an idiosyncratic shock
to productivity, the fact that that draw is i.i.d. over time means that workers are all identical at

the time that (2.64) is evaluated.

2.7.3. Worker Value Functions

Let V' denote the period t value of being a worker in an agency in cohort i, after that worker has

survived that period’s endogenous separation:

. 1—7Y C?§1;ML
Vi = Ty W, B T L — 2.65
t t—i2 VVit— zgztl_’_ L(1+O'L)Ut ( )

+hE Uttl [p (1~ }-Hl) VA + (1= p+ pFfh) U]

for : = 0,1,...., N — 1. In (2.65), W;_; denotes the wage negotiated i periods in the past, and
I’t,i,iVNVt,i represents the wage received in period t by workers in cohort 7. The two terms after
the equality in (2.65) represent a worker’s period ¢ flow utility, converted into units of currency.'®
The terms in square brackets in (2.65) correspond to utility in the two possible period ¢ + 1 states
of the world. With probability p( - F +1) the worker survives the exogenous and endogenous
separations in period ¢+ 1, in which case its value function in t+1 is Vtz_fll With the complementary
probability, 1 — p + p}" +17 the worker separates into unemployment in period ¢ + 1, and enjoys
utility, Utq.

The currency value of being unemployed in period ¢ is:

()
Up = Pz b (1 — 7)) + BE, Zl Vi + (1= fo) U], (2.66)

where f; is the probability that an unemployed worker will land a job in period ¢ + 1. Also, V%
is the period ¢ + 1 value function of a worker who knows that he has matched with an employment

agency at the start of ¢ + 1, but does not know which one. In particular,

N-1 i i) 7i
Xt(l_]:t) tvritl
Vi = ; TWH : (2.67)

5Note the division of the disutility of work in (2.65) by vy, the multiplier on the budget constraint of the household
optimization problem.
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Here, total new matches at the start of period t 4+ 1, my, is given by:
me=> (1 _ fg) . (2.68)
j=0

In (2.67),
xi (1= F) L
my
is the probability of finding a job in ¢+ 1 in an agency belonging to cohort ¢ in period t. Note that
this is a proper probability distribution because it is positive for each ¢ and it sums to unity by
(2.68).

In (2.67), f/tfll is the analog of foll, except that the former is defined before the worker
knows if he survives the endogenous productivity cut, while the latter is defined after survival.
The superscript ¢ + 1 appears on f/f_:rll because the probabilities in (2.67) refer to activities in a
particular agency cohort in period ¢, while in period ¢ + 1 the index of that cohort is incremented
by unity.

We complete the definition of Uy in (2.66) by giving the formal definition of th :

V= AU+ (1-F) W (2.69)

That is, at the start of the period, the worker has probability ]-'tj of returning to unemployment,

and the complementary probability of surviving in the firm to work and receive a wage in period t.

2.7.4. Bargaining Problem

We assume that bargaining occurs between a union representing the ‘average worker’ and the
employment agency, and that it ignores the impact of the wage bargain on decisions like vacancies
and separations, taken by the firm. The Nash bargaining problem that determines the wage rate
is a combination of the worker surplus and firm surplus

max (‘7;0 — Ut>n J (wt)(l_") 5

Wt

where 7 represents the bargaining power of the workers, ‘N/to — Uy is the worker surplus (where Uy is
the outside option of unemployment), and .J (w;) is the firm surplus, which reflects that the outside
option of the firm in the bargaining problem is zero. We denote the wage that solves this problem

by W;. The first order condition of this problem can be found in the appendix. The first derivative
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of the surplus with respect to the wage rate, J ¢, is.

Jur = —(1=F)sos

+ﬁUZ1 [—Ttas1,41p (1 — ]:t1+1) (1 - .7:?)]

+52% [—Tyas2,42) 07 (1= Foro) (1= Fiy) (1= F7)
+...+

_1Ut4+N-1 _ _
+8~ 1% [Ty n-16N—14n-1] p" ! (1 - fﬁNl_J - (1-F),
t

where it should be noted that there are no endogenous layoffs so that .7-"5 = 0 for all j and ¢t.A
rise in the wage reduces J; only in future states of the world in which the worker survives both
exogenous (1 — p) and endogenous separation (1 — 7). If we abstract from taxes it is easy to
verify that J,; = —f/wt. That is, a contemplated increase in the wage simply reallocates resources

between the firm and the worker.

2.8. Monetary Policy

We model monetary policy according to an instrument rule of the following form:

R R ¢ Ty
() = patn () 0= (ZE) e (TEL) (2.70)

hi— ¢ h
+7y1n <thl)] +razAln (:Z) +7rayAln (ht> +ERts

where the policy parameters are estimated to capture the historical behavior of the Riksbank

between 1995 and 2008. Notice that we use hours worked instead of output as a measure of the
utilization of resources. The two reasons for this is that, i) filtered hours worked is an observed
variable (where the filter is an HP-trend or a KAMEL-trend!%) which enable judgments of this
measure of resource utilization to directly influence monetary policy (which is only implicitly the
case with the (unobserved) model output gap), and i) this specification had a slight empirical

advantage.

2.9. Fiscal Authorities
Government consumption expenditures are modeled as
Gt = gtzyj_a

where ¢; is an exogenous stochastic process, orthogonal to the other shocks in the model. We

suppose that
lngt = (1 - pg) hlg + Py h’lgt,1 + 5tga

K AMEL is a model developed by the National Institute of Economic Research for demographic description of
labor market variables.
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where g = n,Y. We set n, = 0.3, the sample average of government consumption as a fraction of

GDP.

The tax rates in our model are:

k b Y c w
Tt, Tt, Tt’ Tt? Tt .

We set the tax rate on capital income, 7% = 0.25; the payroll tax rate, 7% = 0.35; the value-added
tax on consumption, 7¢ = 0.25; and the personal income tax rate that applies to labor, 7¥ = 0.3.
We set the tax rates on bonds to zero, 7° = 0, to be able to match the pre-tax real rate on bonds
of 2.25% in the data. Setting 7° = 0 is required to get the interest rate on bonds to be this low,
given the high GDP growth rate, log utility of consumption and £ not too close to 1. All the tax

rates are held constant in the model, implying that there are no stochastic tax shocks.

2.10. Foreign Variables

Our representation of the stochastic processes driving the foreign variables takes into account that
foreign output, Y}, is affected by disturbances to zt+ , just as domestic variables are. In particular,
our model of Y;* is:

InY} = Iny/+1Inz"
a

= Ilny; +lnz+ In ¢,

l—«o

where log (y;) is assumed to be a stationary process. We assume:

In (%) [ a1 a;x a3 0 0 | In (y;*l>
T = a1 ax a3 az {25 T =T
Rf — R* = | a3 a3 asz azs T i1 — R (2.71)
In (h) 0 0 0 p, 0 In (w)
e Ha By
In (M i 00 0 0 p, 1\ In (M)
1270 Kooy
g 00 0 0 eyt
co1 o 0 cag P2Y Ex* it
+ | ¢c31 C32 ORx C34 % ER*t )
0 0 0 o, 0O €t
0 0 0 0 oy, iyt

where the €,’s are mean zero, unit variance, i.i.d. processes uncorrelated with each other. In matrix
form,

X;k == AX:_l + Cft,
in obvious notation. Note that the matrix C' has 10 elements, so that the order condition for

identification is satisfied, since C'C’ represents 15 independent equations.
We now briefly discuss the intuition underlying the zero restrictions in A and C. First, we assume

that the shock, ey« ¢, affects the first three variables in X/, while e+ ; only affects the second two and
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e r+ ¢ only affects the third. The assumption about €« ; corresponds to one strategy for identifying a
monetary policy shock, in which it is assumed that inflation and output are predetermined relative
to the monetary policy shock. Under this interpretation of eg«;, our treatment of the foreign
monetary policy shock and the domestic one are inconsistent because in our model domestic prices
are not predetermined in the period of a monetary policy shock. Second, note from the zeros in
the last two columns of the first row in A and C, that the technology shocks do not affect y;. This
reflects our assumption that the impact of technology shocks on Y;* is completely taken into account
by 2", while all other shocks to Y;* are orthogonal to z;" and they affect Y;* via y;. Third, the A
and C' matrices capture the notion that innovations to technology affect foreign inflation and the

interest rate via their impact on z;". Fourth, our assumptions on A and C imply that In (%) and

Hot . . . . .
In (f) are univariate first order autoregressive processes driven by ¢, ot and €,_, respectively.

This is a standard assumption made on technology shocks in DSGE models.

2.11. Resource Constraints

2.11.1. Resource Constraint for Domestic Homogeneous Output

Resources expressed from the production side defines domestic homogeneous good, Y;, in terms of

aggregate factors of production. The scaled version of the production function (2.2) yields real,
scaled GDP:

Y = [Gt (1 ! kt>a (Hy)'™ - 4 : (2.72)

Mg g Moot t
where it should be noted that in the current version of Ramses II there is no price dispersion
(Br = 1).
It is convenient to also have an expression that exhibits the uses of domestic homogeneous
output. Using (2.8) and (2.28),

Nz Azt

o= Gt O T+ e ()7 4 (1= )] 77 (1= wa) )" () Y7,

or, after scaling by z;” and using (2.14) and (2.17):

o k
o= gt (1—we) () e+ ()" < alu) ) (1 - w) (2.73)
Hop g Hoz+ ¢

Nx _>‘z,t

o Jwn )T+ (L= | T (1= ) ) ()

where it should be noted that in the current version of Ramses II there is no price dispersion

(pe =1).
When we match GDP to the data we use subtract capital utilization costs, recruitment costs
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and monitoring/bankruptcy costs from ;. See section 3.6 for details.

oo = = ()" (o) ) (1- )

t
Hoop g2+ ¢
=P (17?) {1 - ]—"t]} o= (p)" - M/ wdF(w;04-1)REPy1 Py 1 K
=0 0

2.11.2. Trade Balance

We begin by developing the link between net exports and the current account. Expenses on imports
and new purchases of net foreign assets, A;11, must equal income from exports and interest from

previously purchased net foreign assets:

StAiy1 + expenses on imports, = receipts from exports, + R;_; P15 A},
where @, is the risk premium defined in (2.36). Expenses on imports correspond to the purchases

of the specialized importers in the consumption, investment and export sectors, so that the current

account can be written as

P N\ ame
StAiy + SePr R (Ctm ()= + I (15?”) R (ﬁ?’x)”’"’z>

= SPEX,+ R} ®1S.A7,

where p/"¢ = p/"" = p™* = 1. With price distortions among the imported intermediate goods, the

expenses of the homogeneous import goods would be higher for any given value of C}"*. Writing the

current account in scaled form and dividing by P,z;", we obtain using (2.26)

)\m,C . er,rfi AT
ar + @pi Ry (c;” (py %) 1= 44 (ﬁi"”) O (151”’”0)”’“””> (2.74)
at—1
= qpipi v + Ri_1Pi_15¢ ,
T+ ¢

where a; = S A}, /(Pez;).

2.12. Exogenous Shock Processes

The structural shock processes in the model are given by the univariate representation
. . jid
St =pSi—1+eq,  eqt ~ N (0,02) (2.75)

_ J prc sh Pl . _ ., _
where St = { Koty €45 T%s Ct? Ct: Tta ¢t7 ERta7t75g7<€y*t757r*t75R*t}7 J = {d7x7mc7 mz,mx}, Mo =
zt/z—1,and a hat denotes the deviation of a log-linearized variable from a steady-state level (0, =
dvy /v for any variable vy, where v is the steady-state level). T{ E Rt 5? s Ey*t, Exrt, ER+¢ are all assumed

to be white noise (that is, p.; =0, p.,, = 0, etc.).
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3. Estimation

We estimate the model using Bayesian techniques. The equilibrium conditions of the model are

summarized in Appendix B.7.

3.1. Data

We estimate the model using quarterly Swedish data for the period 1995Q1 —2008Q2. We do not at
this stage want to include the extraordinary financial crisis after the collapse of Lehman Brothers
why we have cut the sample short. Compared to ALLV’s 15 macro variables, three additional
variables are included among the observed variables: unemployment, the spread between the risk-
free rate (i.e., the interest rate on government bonds with a maturity of 6 months to match the
duration of the corporate debt) and the loan rate entrepreneurs face (i.e, the interest rate on all

outstanding loans to non-financial corporations). The vector of 18 observed variables are therefore

[ Rglam W;,datu W?am 7_‘_Yzé,data 7T;f,data R:,data
Y = Hilata A ln Yydate A ln Cflata Aln et Aln Xfee  Aln Mt
Aln(W;/ P4t Alngdate  AlnUnemprated®® Alnspreadi®® AlnGdae  Aln Y;*’data I,
(3.1)

where the first seven variables are matched in levels; the repo rate, CPI inflation, GDP deflator,
investment deflator, foreign inflation, foreign interest rate, and the hours gap (hours deviation from
an hp-trend). The inflation and interest rates are measured as annualized quarterly rates. The
rest of the variables are matched in growth rates measured as quarter-to-quarter log-differences;
GDP, consumption, investment, exports, imports, real wage, real exchange rate, unemployment
rate, interest rate spread, government consumption, and foreign output. All real quantities (except
hours and foreign output) are in per capita terms.

All variables are seasonally adjusted but no other pre-filtering of the data is done (such as
demeaning) except for exports, imports and government consumption. Since exports, imports and
government consumption grow at substantially different rates compared to output we adjust the
mean growth rates of these three series so that they are growing at the same pace as output
(i.e., we take out the excess trends in exports and imports and add an extra trend to government
consumption). We also extract an obvious outlier in 1997 from the government consumption series.

The data are taken from Statistics Sweden and Sveriges Riksbank (i.e., repo rate, interest rate
spread, foreign variables). The foreign variables on output, the interest rate and inflation are
weighted together across Sweden’s 20 largest trading partners in 1991 using weights from the IMF.

The thick black line in Figure D in the Appendix plots the data used in the estimation.
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3.2. Calibration

We choose to calibrate the parameters related to the steady-state values of the observable quantities,
for example the “great ratios” (i.e., C/Y, I/Y and G/Y). Table 1 shows the calibrated parameters.

The discount factor 8 and the tax rate on bonds 7, are calibrated to yield a real interest of
rate equal to 2.14 percent annually. We calibrate the capital share a to 0.35 which yields a capital-
output ratio slightly below 2 on an annual basis. The capital share is set higher than most of the
literature to compensate for the effect of a positive external finance premium.

Sample averages are used when available, e.g. for the various import shares w;, we, w, (obtained
from input-output tables), the remaining tax rates, the government consumption share of GDP, Ngs
growth rates of technology (using investment prices to disentangle neutral from investment-specific
technology) and several other parameters. To calibrate the steady value of the inflation target we
simply use the inflation target stated by Sveriges Riksbank.

We let the markup of export good producers A, be low so as to avoid double marking up of these
goods. All other price markups are set to 1.2, following a wide literature. We require full working
capital financing in all appropriate sectors. The indexation parameters s/, j = d, x, mec, mi, ma, w
are set so that there is no indexation to the inflation target, but instead to & which is set equal to the
steady state inflation. This implies that we do not allow for partial indexation in this estimation,
which would result in steady state price and wage dispersion.

The curvature parameter determining the cost of varying the capacity utilization, o, is cali-
brated to 0.2 to allow for a varying degree of utilization of the capital stock. Bayesian posterior
odds indicate that data are strongly against having a fixed capacity utilization (0, = 10°) when
we compared two calibrated values. We did not include this parameter in the estimation because
in ALLV (2007) o, turned out to generate convergence problems in the Metropolis chain.

For the financial block of the model we set F' () equal to the sample average bankruptcy rate
according to microdata from the leading Swedish credit registry, called “UC AB”. W,./y has no
other noticeable effect than jointly with v determining the n/(pi k) and is set to yield at the prior
mean.

For the labor block, the steady state unemployment rate is to 7% which is 1.13% below the
sample average (1995Q1 — 2008@Q2) but more or less equal to the average over a longer horizon
(1986Q1 — 2008Q)2). The length of a wage contract N is set to an annual negotiation frequency,
= 2 to yield quadratic recruitment costs, and p is set so that it takes an unemployed person on
average 3 quarters to find a job (i.e. f = 1/3), in line with the evidence presented in Forslund
and Johansson (2007) for completed unemployment spells. Holmlund (2006) present evidence of
unemployment duration for all unemployment spells being slightly higher, around 4 quarters. The
matching function parameter o is set to 0.5 so that number of unemployed and vacancies have equal

factor shares in the production of matches. o,, is calibrated to match the probability @@ = 0.9 of
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filling a vacancy within a quarter, although this is merely a normalization. We assume hiring costs,
and not search costs by setting + = 1 and thereby follow GST. We are reinforced in this calibration
by the limited importance of search costs that has been documented using Swedish microdata by
Carlsson, Eriksson and Gottfries (2006).

Parameter Value Description

« 0.35 Capital share in production

I5) 0.9999 Discount factor

wj 0.43 Import share in investment goods

We 0.25 Import share in consumption goods

Wy 0.35 Import share in export goods

Mg 0.3 Government consumption share of GDP

Tk 0.25 Capital tax rate

Tw 0.35 Payroll tax rate

Te 0.25 Consumption tax rate

Ty 0.30 Labor income tax rate

Th 0 Bond tax rate

1y 1.005 Steady state growth rate of neutral technology

Py 1.0004 Steady state growth rate of investment technology
T, 1.005 Steady state gross inflation target

Az 1.05 Export price markup

Aj 1.2 Price markups, j = d, mec, mi, mx

vi, vy, y{ 1 Working capital shares

Oq 0.2 Capacity utilization (curvature)

&a 0.01 Risk premium dependence on net foreign assets
s Ko 0 Wage indexation to real growth trend and lagged inflation
P 1— k7 Indexation to inflation target for j = d, x, mc, mi, ma, w
F (w) 0.0063  Steady state bankruptcy rate

We/y 0.001 Transfers to entrepreneurs

L 1—0.07 Steady state fraction of employment

N 4 Number of agency cohorts/length of wage contracts
% 2 Curvature of recruitment costs

p 0.976 Exogenous survival rate of a match

o 0.5 Unemployment share in matching technology

Om 0.5559 Level parameter in matching function

L 1 Employment adj. costs dependence on tightness

Table 1. Calibrated parameters.

Throughout the estimation, four observable ratios are chosen to be exactly matched in our
steady-state solution and accordingly four corresponding ‘steady-state’ parameters are recalibrated
for each (estimated) parameter draw. We set the depreciation rate ¢ to match the ratio of investment

over output, p;i/y, the entrepreneurial survival rate v to match the net worth to assets ratio'”,

'"We used micro data to calculate the average equity/total assets during the sample period both for all Swedish
firms and for only the stock market listed firms. In the first case book values where used, and in the second case
market value of equity was used. Both ratios where close to 0.5.
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n/(prk),the steady state real exchange rate @ to match the export share P*X/(PY') in the data,
and finally we set the disutility of labor scaling parameter A; to fix the fraction of their time
that individuals spend working. The values of these four calibrated parameters (evaluated at the

posterior mode) are presented in Table 2.

Parameter description Calibrated value Moment Moment value
1) Depreciation rate of capital  0.012 pii/)y 0.17
~v  Entrepreneurial survival rate 0.969 n/(pik) 0.5
®  Real exchange rate 0.287 P*X/(PY) 0.44
Ar  Scaling of disutility of work  46.912 Lg 0.27

Table 2. Matched moments and corresponding parameters (evaluated at the posterior mode).

3.3. Choice of priors

In total we estimate 64 parameters, of which 16 are VAR parameters for the foreign economy, 8 are
AR1-coefficients and 17 are standard deviations of the shocks. The priors are displayed in Tables
Al and A2.

Compared to the old model (Ramses) the prior distribution is similar for many of the parameters.
For example, the Calvo price stickiness parameters are estimated with a beta distribution with mean
0.75 and standard deviation 0.075, corresponding to an adjustment of prices once a year based on
the micro evidence in Apel, Friberg and Hallsten (2005). As in Ramses, but in contrast to CTW,
we let the indexation parameters to past inflation in the price setting, x/ je(d, me, mi, mz), be the
same in all sectors and estimate it with a relatively diffuse beta prior centered at 0.5.

There are also some notable exceptions compared to Ramses as well as to CTW:

The inverse of the Frisch elasticity of labor supply, o, which, in contrast to Ramses, is now
estimated. We use a gamma distribution with prior mode 2 and standard deviation 0.5. The prior
mode follows Smets and Wouters (2003) and falls between the calibrated value of 1 in Ramses as
well as in Christiano, Eichenbaum and Evans (2005) and CTW:s prior mode of 7.5. Micro evidence
tend to find lower Frisch elasticities (i.e., 1/0) than normally used in DSGE models. Typically
micro estimates of the Frisch elasticity lie in the range of 0.05-0.3, see e.g. MaCurdy (1986) who
reports a Frisch elasticity of 0.15 for U.S. men.!® However, Flodén and Domeij (2006) show that
estimates of the labor supply elasticity is biased downward if borrowing constraints are ignored.
They report an elasticty of 0.36 for U.S. married men when they take this into account, implying
a value of 2.7 for oy,.

There are two new parameters related to the labor model compared to Ramses that are being

estimated. For the fraction of GDP spent on vacancy costs, recshare, we use a prior with a mode

'%See Mulligan (1998) for an alternative view on the small micro estimates and Rogerson and Wallenius (2009) on
the relation between micro and macro estimates.
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of 0.1% corresponding to x = 2.3.1 This is slightly below the value of 0.14% used by Galf (2010).
We set the mode for the replacement rate for unemployed workers, bshare, to 0.75 which is slightly
above the average statutory replacement ratio after tax for this time period which is 0.71. The
reason to put the prior above the statutory rate is that the latter ignores the utility value of leisure
and any private unemployment insurance, which is reasonably common.

Regarding the financial model there are two new parameters being estimated. The prior mode
for p is set to 0.33 to yield a 1.6% annual external finance premium, as this is the sample average.
We choose a diffuse prior so as to let data determine the elasticity of the finance premium in terms of
basis points, as this is what affects the dynamics of the economy.?? For the shock to entrepreneurs
idiosyncratic productivity (i.e., the survival rate of the entrepreneur) we use an uninformative
inverse gamma distribution with prior mode 0.5. The prior mode of the corresponding persistence
parameter is 0.85.

In Ramses the instrument rule responded to output, whereas in Ramses II it responds to hours
worked. We set the prior mode of the response coefficients to the resource utilization to almost the
same values, however. We use a normal distribution with prior mode 0.125 for r,, and a gamma

distribution with prior mode 0.05 for ray.

3.4. Shocks

In total, there are 23 exogenous stochastic variables in the model. 12 of these evolve according to

AR(1) processes:
67 T? ﬁc? CC7 Ch? é? O-’ 77 g7 777 Um? O-a

Further, we have 6 shock processes that are i.i.d.:

Finally, the last 5 shock processes are assumed to follow a VAR(1):

y*aﬂ-*’ R*,MZ,M\I;-

In the estimation we only allow for 17 shocks. Accordingly we do not allow six shocks present
in the theoretical model: the inflation target shock 7€ the shock to bargaining power 7, the
shock to matching technology o,,, the shock to the standard deviation of idiosyncratic productivity
of workers o4, the unit root shock to investment-specific technology pg and the idiosyncratic

entrepreneur risk shock o. Indeed for our sample, 1995 — 2008, the de jure inflation target has

YFormally the steady state recruitment share is defined as

£END?

recruitshare =

20Tn this way we are not constrained by the assumption for the functional form of the idiosyncratic risk.
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been in place the entire period and has been constant. 7 also seems superfluous as we already have
the standard labor supply shock - the labor preference shock Ch. We excluded py as it did not
contribute substantially to explaining any variable in preliminary estimations. For o the reason for

exclusion was the high correlation with the other financial shock, ~.

3.5. Measurement errors

Since Swedish macro data is measured with substantial noise, we allow for measurement errors
in all variables except for the nominal interest rates in Sweden and abroad. The variance of the

measurement errors is calibrated so that it corresponds to 10% of the variance in each data series.

3.6. Measurement equations

Below we report how the model is linked to the observable data through the 18 measurement
equations. The data is measured in percentages so the model variables are accordingly multiplied
by 100. Furthermore the data series for inflation and interest rates are annualized, so these model

variables are multiplied by 400.

Rdata —  400(R; — 1) — 91400(R — 1)
RPt —  400(R — 1) — 91400(R* — 1)

mfott = 400Inm, — 91400 In7 + £

ngdat“ = 400In 7y — 91400 In7¢ + 7
it = 400Iln; — 91400 In 7’ + T,
W:vdat“ = 400In7; — 91400 In7* + 7%,
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where £/} denote the measurement error for the respective variable. In addition, we introduce the
parameters ¥ € {0,1} and 92 € {0,1} which allows us to handle demeaned and non-demeaned
data. However, in this version of the model we are only working with non-demeaned data; 9¥; = 0,
P9 = 0.

Note that neither measured GDP nor measured investment include investment goods used for
capital maintenance. The reason is that the documentation for calculation of the Swedish National
Accounts (SOU (2002)) indicate that these are not included in the investment definition (and the
national accounts are primarily based on the expenditure side). To calculate measured GDP we
also exclude monitoring costs and recruitment costs.

Finally, define the measurement equation for real wages we have used the employment-weighted
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average Nash bargaining wage in the model:

N-1

1 .

avg _ J . 0T

w, 7 = 7 g LGy j jwi— Wy j
=0

4. Results

4.1. Posterior parameter values

In Tables A1l and A2 the posterior mode estimates of the parameters are shown. All Calvo price
rigidity parameters have a posterior mode of roughly around 0.8, see Table A1l. Compared to the
old model (Ramses), the price stickiness in the domestic sector is a lot larger; 0.84 compared to
0.71. This means that the domestic Phillips curve will be much flatter in Ramses II. In contrast,
the prices in the import and export sectors are substantially more flexible in Ramses II than in
the old model. Now import and export prices are re-set optimally at least once a year compared
to every second or even every fourth year as for the imported investment goods in the old model.
There are several reasons for this finding. In Ramses IT a substantial part of imports enter directly
into exports, so a lot of the variation in the real series can be accounted for without creating a
tension in matching also the consumption series, for instance. This also applies when the exchange
rate fluctuates. Variation in imports due to exchange rate movements does not lead to the same
extent of expenditure switching into the domestic good. The effect of exchange rate fluctuations
are thus smaller in Ramses II, and prices need not be as rigid to avoid large movements in inflation.
Altogether this spills over to the price setting and thus the degree of price stickiness.

The investment adjustment cost, S”, is estimated to be a lot lower compared to the literature
as well as compared to Ramses. The parameter, S”, is estimated to be 2.09 in Ramses II, which
is about four times smaller than in the old model. However, the financial frictions applied to the
entrepreneur induce a gradual response of investment, which means that the investment adjustment
costs take on a more superflous role in the new model.

Also the friction pertaining to consumption, the habit persistence b, turn out to be a lot lower
than expected. The posterior mode for b equals 0.53 in Ramses II. Again it should be noted that a
possible explanation for this is that part of the imports are used for exports. With lower expenditure
switching effects both the substitution elasticity between domestic and imported goods, 7., and the
habit persistence can be lower without generating large fluctuations in the consumption series. 7,
is now being estimated to 1.41 instead of being calibrated to 5 in the old model.

The posterior mode of the persistence in the instrument rule, pp is estimated to 0.83, which
makes the policy rule a little bit less persistent in the new model. However, since the instrument
rule is specified in terms of hours worked instead of output as in the old model, and there is no
exchange rate response, also the response coefficients on the real variables changes somewhat. The

posterior mode estimate of the coefficient on the hours gap is r, = 0.05.
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<~ﬁ$ determines how much the forward premium puzzle is allowed to affect the risk premium in
the interest rate parity condition, and thereby the hump shape of the exchange rate to a monetary
policy shock. The posterior mode estimate is 0.30 in Ramses II which is slightly lower than in the
old model (0.48). This implies deviations from UIP, but as we shall see below, the hump shape of
the real exchange rate is not as pronounced as in the old model.

We now turn to the new parameters in Ramses II. The degree of financial fricitions in the model
is determined by u, which captures the bank’s monitoring costs and thereby the size of the spread
between the risk free rate and the interest rate paid by the entrepreneurs. The posterior mode
estimate of u is 0.47, which implies a spread of 1.3% during the sample period.

Regarding the new parameters in the labor market block, the replacement rate for unemployed
workers, bshare, is estimated to be 0.97, which is substantially higher than the replacement rate in
the public Swedish unemployment insurance. The model needs bshare to be high in order for the
household to be relatively indifferent between working and staying in unemployment in order to be
able to explain variations in unemployment. The recruitment costs as a fraction of GDP, recshare,
is estimated to be 0.09 percent.

It should be noted that the Frisch elasticity of labor supply, 1/, is hard to identify and highly
dependent on which prior we choose. With a prior mean of 2.0, we obtain an estimate of o7, = 2.53.
This implies that a larger part of fluctuations in hours worked are attributed to the intensive
margin instead of unemployment compared to the case with a larger prior on o, which would have
generated more disutlity for the household in changing the working intensity. As mentioned in
Section 3.3 this is a controversial parameter since the micro and macro evidence are so dispersed.
We have taken a conservative view here and relied more on prior macro evidence and the results
of Flodén and Domeij (2006) when they take incomplete markets into account.

We note from the posterior standard deviations in Table Al that data seem informative about
most of the estimated parameters and that the posterior distribution is more concentrated than

the prior distribution.

4.2. Model fit

Figure D shows the data (thick line) used in the estimation and the one-sided Kalman-filtered one-
step-ahead predictions from the model (thin line) computed at the posterior mode. We see that the
model captures the low-frequency fluctuations in the data relatively well for most of the observed
variables but misses out on many of the high-frequency movements, especially in the four inflation
series as well as in exports and imports. In addition, the real wage grows too slowly in the model
compared with the data, throughout the sample. One explanation to this is that the real wage
is computed using the GDP deflator which is an extremely volatile series. Much of the variance
in the data should thus not be attributed to the structural model. For the three ‘new’ variables

(compared to Ramses I), the model can explain the growth rate in unemployment reasonably well
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but makes a bad job in explaining government consumption and the spread. However, fiscal policy
is only rudimentary modeled so this is perhaps not so surprising. It is more cumbersome that the
fit of the spread is not satisfactory.

Table A3 presents the first and second moments in the data and in the model (calculated at
the posterior mode), as well as the importance of the measurement errors. We see that there is an
excess trend in exports and imports that can not be matched by the model, where all real variables
grow at the same pace. Government consumption on the other hand grows too slowly in the data
compared with the model why we have adjusted this series too. As can be seen from the table there
is also a clear downward trend in unemployment that can not be explained within the model. We
have, however, not pre-filtered this series. The same applies to the investment series, which grows
much faster in the data compared to the model.

Regarding the volatility in the model and the data we see that the second moments seems to
be captured satisfactory.

The last column shows how much of the variance in the data that can be accounted for by
the structural shocks in the model. We see that the measurement error in the wage equation is
obviously too large since this accounts for almost 30% of the variation of the real wage growth in
the data. As already mentioned above, this is a problematic series. For the other variables, the
structural shocks account for about 95% or more of the variance in the data, with the exception
of import and export growth which have a slightly lower ratio of structural explanation (84% and
91%, respectively). All in all, we therefore believe the size of measurement errors are appropriate.

An additional, perhaps more indirect, way to evaluate the way the addition of financial frictions
to the baseline model fits the data is to compare data which was not used in the estimation of the
model, such as bankruptcy data, with the smoothed, two-sided Kalman filtered, estimates of the
bankruptcy rate in the model. Figure H shows the smoothed, two-sided Kalman filtered, estimates
of the bankruptcy rate computed at the posterior mode and bankrupcy data taken from UC AB.
We see that the model captures the low-frequency fluctuations in the bankruptcy data relatively

well.

4.3. Smoothed shock processes

Figure E shows the smoothed, two-sided Kalman filtered, estimates of the shock processes (devia-
tions from steady state). The unit-root technology shock, u,, appears to have a clear trend. The
reason for this is the way the shock is identified through the foreign VAR and the measurement
equations for the domestic and foreign real variables. Because the technology shock has a direct
impact on the foreign interest rates in the VAR (see eq. (2.71) where azs # 0 and ¢34 # 0),
permanent technology shocks jointly explain both foreign interest rates as well as the real vari-
ables domestically and abroad. Since the foreign interest rate contains a downward trend in our

sample, data forces the posterior mode estimate of the persistence in the technology process up to
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pu, = 0.93, to be able to explain this movement in the interest rate and the smoothed estimate of
1, turns out trending. This is also the reason for why the unit-root technology shock comes out so
important in the variance decomposition for the three foreign variables.

In contrast, if the direct effect of the permanent technology on the foreign interest rate is turned
off, asg = 0 and ¢34 = 0, p, is only identified through the measurement equations (which is more like
the setting in Ramses). This would imply a lower estimate of the persistence, Py, » since technology
is no longer forced to directly explain the interest rate, and the smoothed estimate of p, would no

longer be trending.Impulse response functions

4.4. Impulse response functions

We plot impulse response functions at the posterior mode for all 17 shocks. The first figure for
each shock shows the observed variables in levels (i.e., percentage deviations from steady-state
for all shocks except the unit-root technology shock for which we plot the true level in percent).
As an example, unemployment raises 0.1% to a positive monetary policy shock which means that
unemployment increases from 7% to 7.1%. The second figure for each shock shows the impulse
response functions for some key variables of interest rate related to the labor market and the capital
market, such as for instance intensity, wages, value functions for the worker and the employer,
and financial variables such as the spread, net worth, bankruptcy rate as well as the real rates
domestically and abroad.

The impulse response functions to a monetary policy shock is relatively similar in Ramses 11
and Ramses, with a reasonable transmission mechanism. A temporary hike in the nominal interest
rate with 25 basis points, lowers CPIF inflation with about 0.1%. The response in Ramses is similar
but a little bit more hump-shaped. The same pertains to the real exchange rate which have a hump
that is a lot more pronounced. The reason for this is the smaller estimate of ¢, which determines
the degree to which the UIP-condition in the model is modified. As stated above this parameter is
0.48 in Ramses while 0.3 in Ramses II. This implies less impact on the risk premium from exchange
rate changes and hence the response is more like a spike. CTW uses another specification of the
risk premium and appears not to obtain much of hump-shape. The effects of the positive monetary
policy shock is amplified by the financial frictions. Entrepreneurial net worth is reduced both
because of the falling price of capital and because of the surprise disinflation that increases the
real value of the nominal debt. Accordingly the interest rate risk spread increase by about 5 basis
points (annualized). This has impact foremost on the response of investment. We see that the
investments decreases by almost 1% in Ramses II and by more than 1.5% in CTW compared to
the modest response of 0.25% in Ramses. One should however remember that the monetary policy
shocks explain relatively little of the variation in investement (see Table A4). The output response
do not change much between RamsesII and Ramses which is probably due to the fact thet resources

in Ramses II are used up because monitoring increases following the shock. It is also worth noting
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that we obtain a more sticky or slow response of hours in Ramses II than in Ramses. Changes
in hours, for this particular shock, are due to variations in unemployment (rather than intensity).
Since unemployment is predetermined (recall again that we only have exogenous layoffs), hours will
also be rigid. This stems well with the fact the labor market lags production in the data.

The impulse responses to a stationary technology shock are principally similar (qualita-
tively) in Ramses and Ramses II although the discrepancies are somewhat larger than for the mon-
etary policy shock. It is mainly the responses to inflation that are somewhat smaller in Ramses II.
The effects of differences in productivity ares maller because of the rigidities in the labor market
(hours). However, for this shock both hours per employee (intensity) and employment changes. An
increase in productivity leads to drop in hours worked. Since there is a positive correlation in the
data between employment and output we have rigged the model so that unemployment decreases
to this shock. However, this implies that hours per employee drops substantially to make hours
work decrease. We see the opposite response in CTW; unemployment increases after a positive
technology shock. If one interprets the stationary technology shock as positive business cycle chock,
this would square well with the increase in employment in Ramses II. Notice also that the instru-
ment rule in Ramses II responds to the gap and growth rate in hours worked, whereas Ramses rule
responds to output. This means that monetary policy do not try to counteract technolgy shocks
in Ramses II (they are accomodated by a decrease in interest rates), whereas monetary policy tries
to balance the increase in the output gap in Ramses (where potential output by definition is not
affected by stationary technology shocks so that the output gap increases.)

Comparing the impulse response functions to a risk premium shock, we see that the exchange
rate channel is weaker in Ramses II than in Ramses. This is due to several reasons. First, we allow
for a part of imports to enter exports directly. This implies less of a tension in the model when
matching both consumption (small volatility) and aggregate imports (large volatilty). Part of
the volatility can be “directed into” exports which yields a smaller estimate of the suibstitution
elasticity in the consumption basket (7.) and thereby smaller expenditure switching effects than
in Ramses. Second, the risk premium shock is estimated to be smaller and less persistent. Third,
and most important is, however, that the instrument rule differs in Ramses I and Ramses. We do
not allow for a direct response to the real exchange rate in Ramses II. This implicitly yields lower
inflation and lower volatility in output due to more emphasis on these variables.

The entrepreneurial wealth shock drives up CPIF inflation, consumption, investment and
output. The responses to output is very persistent. The key difference versus the investment-specific

shock is that the wealth shock implies an increase in net worth (the stock market).

4.5. Variance Decomposition

Table Ada and A4b presents the variance decomposition at 1, 4, 8 and 40 quarters ahead computed

at the posterior mode. The first thing to note is that in the short run, 1 quarter ahead, monetary
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policy shocks explain the largest part (55%) of the variations in the interest rate, domestic and
imported markup shocks explain almost 80% of the variation in CPIF inflation, and stationary
technology shocks are the main determinant (30%) behind variations in output growth. However,
markup shocks, especially imports-for-exports markup shocks are also important (25%) for the
short-run variation in output growth. At longer horizons, 8 and 40 quarters, the picture is more
dispersed and technology shocks, both unit-root and stationary shocks have a larger impact on all
variables (nominal as well as real).

Unemployment is predetermined (since we only allow for exogenous layoffs), so the measurement
error explains 100% of the variation one-step ahead. At longer horizons, the labor preference shock
explains slightly below 20% of changes in the unemployment series, but technology shocks as well
as markup shocks are also main factors explaining the development in the labor market. For hours
worked also consumption preference shocks play an important role. Note that markup shocks can
be important also at longer horizons even if they are i.i.d.

The shock related specifically to the financial block, that is the entrepreneurial wealth shock,
explains 35-45% of the variation in investment growth and about 45% of the variation in the spread
difference at the different horizons, but only about 3% of the variation in output growth. Notice,
however, that the entrepreneurial wealth shock has a larger impact on the level of output, where
it explains about 10% of the variance (not shown). As a side note; also during the financial crises,
following the collapse of Lehman Brothers, shocks in the financial sector play only a minor role in
explaining the large fall in output. The model instead explains this with a combination of foreign
disturbances, export markup shocks, risk premium shocks and to a small extent, the entrepreneurial
wealth shock.

The investment specific technology shock is still important in explaining fluctuations in invest-
ment growth as well as changes in the spread. It accounts for about 30-40% of the variation in
investment and 15% of the variation in the spread. CTW reports that the investment technology
shock is “crowded out” by the entrepreneurial shock, which holds true for the level of investment
but not the growth rate.

It should be noted that the unit-root technology shock stands out as very important for the
foreign variables, in particular the foreign interest rate. The permanent technology shock accounts
for 55% of the variation in the foreign interest rate at 8 quarters horizon and the foreign output
shock explains almost all of the rest (42%). The foreign interest rate is, hence, predominantly

driven by movements in foreign output rather than the foreign “policy shock”.

4.6. Forecasts

In Figure F, the recursive model forecasts with data up to and including 2003Q4 — 2008Q)2 are
plotted against actual data. It should be noted that the model is not reestimated and that the

projections are in-of-sample forecasts 1-12 quarters ahead based on the same posterior mode vector
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(see Tables Al and A2). The model forecasts capture output growth, CPIF inflation, and in
particular investment growth relatively well. The model also seems to capture the main movements
in unemployment well. On the other hand, the model tends to overestimate the nominal interest
rate. This is, however, not specific to Ramses II but was also the case for the old model (Ramses).

If one compares the (in-of-sample) forecast accuracy of Ramses II and Ramses, the root mean
square error for the interest rate is in fact smaller for Ramses II (see Figure I). In terms of hours
and CPIF inflation, Ramses II also does better for all horizons. The models have more or less the
same accuracy for GDP growth, whereas Ramses II forecasts for the real exchange rate are slightly

worse, at least for the very short horizons (1 to 4 quarters ahead).

4.7. Level data on unemployment

The model is estimated matching changes in unemployment (first differenced data). However, since
the sample mean in the data is higher than our steady-state calibration (8.13% against 7%), this
implies that the model Kalman-filters out an estimate of the unemployment level that is roughly
1% lower than the acutal unemployment level in the data. This also has consequences for many
other unobserved levels, such as capital, investment, consumption, output etc., in the model. In
the recent policy rounds the model has, in contrast to the strategy during estimation, been fed with
the unemployment level as an observable variable Since the (observed) hours gap is the same in
both cases, equation (B.94) implies that hours per employee (i.e., the intensity) must move around
to compensate for the change in (un)employment. A different estimate of intensity, in turn, affects
the consumption euler equation and we get, for example, another estimate of the consumption
level in the model. To illustrate this, Figure G shows the two-sided (smoothed) Kalman filtered
estimates of some of the state variables in the model when we use the unemployment growth or
the unemployment level as an observable variable.?! Notice that many of the level series are not
centered around zero for the level code, which should be taken into account when analyzing the

current state of the economy.

5. Conclusion

This paper describes Ramses II, the dynamic stochastic general equilibrium (DSGE) model cur-
rently in use at the Monetary Policy Department of Sveriges Riksbank. The model is used to pro-
duce macroeconomic forecasts, to construct alternative scenarios, and for monetary policy analysis.
The model was initially developed by Christiano, Trabandt, and Walentin (2011), but the current
version of the model differs from CTW in some respects.

Compared with the earlier DSGE model at the Riksbank, the Ramses model developed by
Adolfson, Laséen, Lindé and Villani (2008), Ramses II differs in three important respects. First,

?IThe data used in this exercise is from Monetary Policy Report 2010:2.
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financial frictions are introduced in the accumulation of capital, following Bernanke, Gertler, and
Gilchrist (1999) and Christiano, Motto, and Rostagno (2003, 2008). Second, the labor market block
includes search and matching frictions following Gertler, Sala, and Trigari (2008). Third, imported

goods are used for exports as well as for consumption and investment.
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A. Tables and Figures

Prior Posterior
Distr.  Mean S.d. Mode .

€a B 0.750  0.075 | 0.843 0.025
€ B 0.750 0.075 | 0.783  0.034
Eme B 0.750  0.075 | 0.828  0.026
Emi B 0.750 0.075 | 0.742  0.036
Ema 5 0.750  0.150 | 0.735  0.050
K 8 0.500 0.150 | 0.122  0.048
K B 0.500 0.150 | 0.343 0.137
or r 2.000 0.500 [ 2.531  0.463
b 8 0.650 0.150 | 0.539  0.097
5" r 8.000 2.000 | 2.090 0.453
PR B 0.850  0.100 | 0.833  0.020
T N 1.700 0.150 | 1.733  0.093
AR N 0.3 0.1 0.098 0.033
Ty N 0.125  0.05 0.051  0.027
Ay N 0.05 0.025 | 0.103 0.024
Mg r 1.500 0.250 | 1.216  0.179
e r 1.500 0.250 | 1.413 0.141
n; r 1.500 0.250 | 1.466 0.167
ny r 1.500 0.250 | 1.543 0.183
s r 0.500 0.150 | 0.300  0.064
w 8 0.330  0.100 | 0.465 0.095
recshare, % r 0.100 0.075 0.094 0.034
bshare 8 0.750 0.075 | 0.967 0.010
Pu, 8 0.500 0.I50 | 0.926 0.036
Pe B 0.850 0.075 | 0.942 0.018
Py B 0.850 0.075 | 0.444 0.080
pee B 0.850 0.075 | 0.824 0.066
peh 8 0.850  0.075 | 0.900 0.033
°; 8 0.850 0.075 | 0.721  0.064
Pg 8 0.850  0.075 | 0.947 0.032
o 8 0.850 0.075 | 0.830 0.056
all N 0.500 0.500 | I.041  0.045
a22 N 0.000  0.500 | -0.089 0.169
a33 N 0.500  0.500 | 0.460 0.094
al2 N 0.000  0.500 | -0.115 0.261
al3 N 0.000  0.500 | -0.611 0.202
a21 N 0.000  0.500 | 0.127  0.052
a23 N 0.000 0.500 | -0.143  0.250
a24 N 0.000  0.500 | -0.085 0.302
a31 N 0.000  0.500 | 0.100  0.022
a32 N 0.000  0.500 | 0.050  0.033
a34 N 0.000 0.500 | 0.526  0.140
21 N 0.000  0.500 | -0.100 0.123
31 N 0.000 0.500 | 0.036  0.024
32 N 0.000  0.500 | -0.016  0.033
c24 N 0.000  0.500 | -0.424 0.432
c34 N 0.000  0.500 | 0.390 0.126

Table Al. Estimation results. Parameters.
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Prior Posterior
Distr. Mean S.d. | Mode

1000, Inv-r 0.15 Inf | 0.078 0.019
1000, Inv-r 0.50 Inf | 0.418 0.043
100y Inv-r 0.50 Inf | 0.274  0.060
100¢c Inv-r 0.15 Inf | 0.140 0.029
1001, Inv-r 0.15 Inf | 0.138 0.036

1000 Inv-r 0.15 Inf | 0.394 0.067

1000, Inv-r 0.15 Inf | 0.075 0.010
1000, Inv-r 0.50 Inf 0.545 0.044
7d Inv-r 0.15 Inf | 0.148 0.048
P Inv-r 0.15 Inf 0.169  0.053
Fme Inv-r 0.15 Inf 0.221 0.064
7mié Inv-r 0.15 Inf | 0.101 0.032
rme Inv-r 0.15 Inf | 0.609 0.279
1000, Inv-r 0.50 Inf 0.212 0.031
1000« Inv-r 0.50 Inf 0.268 0.024
1000« Inv-r 0.50 Inf 0.181 0.020
10000z« | Inv-r 0.50 Inf 0.192  0.042

Table A2. Estimation results. Standard deviation of shocks.

Mean Standard dev. | Structural explanation
Data  Model | Data  Model | 1. er(measure orror)
var(data)

CPIF inflation 1.65  2.00 1.36 1.61 0.94
Domestic inflation 1.55 2.00 1.80 1.76 0.91
Invest. inflation 1.42 1.85 2.16 2.30 0.98
Nom. intrest rate 3.82 4.14 1.71 1.07 1

GDP growth 0.59  0.52 0.53 0.58 0.95
Real wage growth 0.68 0.52 0.72 0.55 0.70
Consumption growth 0.49  0.52 0.67 0.76 0.96
Investment growth 1.08 0.56 2.19 2.64 0.95
Gov. cons growth® 0.17  0.52 0.64 0.62 0.98
Import growth™ 1.37  0.52 1.82 1.48 0.84
Export growth™® 1.46  0.52 1.74 158 0.91
Total hours 0.19 0 1.56 1.53 0.96
Real exchange rate growth | -0.03 0 2.23 1.93 0.96
Spread growth -0.70 0 11.03 12.25 0.98
Unemployment growth -1.11 0 3.50 3.35 0.91
Foreign GDP growth 0.57  0.52 0.29 0.34 0.98
Foreign inflation 1.89 2.0 0.85 0.99 0.99
Foreign interest rate 3.89 4.14 1.03 0.85 1

*The trend above(under) the growth rate in output (0.59) is taken out before estimation.

Table A3: First and second moments in the data and in the model (in percent), and importance

of measurement errors
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Figure A. Graphical illustration of the goods production part
of the model.
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Each worker experiences Vacancies posted
idiosyncratic, iid
productivity shock. Least

Stock of employees in
each agency reduced by
exogenous separations &

increased by new arrivals ef'_ficient are fired based on: Agency employees
*Firm surplus, or sent to work

Aggregate *Total surplus

shocks

realized

4
A t+1

Wages set Hours worked set according to
oIf it is time to bargain, choose wage to solve a an efficiency criterion:

Nash bargaining problem

_ _ _ Marginal value of worker to
*Otherwise, do simple updating agency = marginal cost of
labor for worker

Figure C. Timeline for labor market in employment friction model.
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to 2003Q4-2008Q2
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Figure G. Two-sided (smoothed) Kalman filtered estimates of some key state variables when

either unemployment growth or unemployment is used as observable.
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B. Appendix
B.1. Scaling of Variables

We adopt the following scaling of variables. The nominal exchange rate is denoted by .S; and its

growth rate is sy :

Si-1’

The neutral shock to technology is z; and its growth rate is p, ; :

St

Zt _
21 - :U’z,t'
The variable, ¥, is an embodied shock to technology and it is convenient to define the following

combination of embodied and neutral technology:

(2]
=+ _ 11—«
z = U, %z,

[e3

Ko+t = /’L\ﬁuz,t' (Bl)

Capital, Ky, and investment, I;, are scaled by z;” ¥;. Foreign and domestic inputs into the production
of I; (we denote these by I and I}, respectively) are scaled by z;". Consumption goods (CJ" are
imported intermediate consumption goods, C¢ are domestically produced intermediate consumption
goods and C; are final consumption goods) are scaled by z. Government consumption, the real
wage and real foreign assets are scaled by z;". Exports (X/* are imported intermediate goods for
use in producing exports and X; are final export goods) are scaled z,;". Also, v; is the shadow
value in utility terms to the household of domestic currency and v¢FP; is the shadow value of one
consumption good (i.e., the marginal utility of consumption). The latter must be multiplied by
2z to induce stationarity. P; is the within-sector relative price of a good. w; denotes the ratio
between the (Nash) wage paid to workers W; and the “rental rate of homogenous labor” W; in the
labor market model. Finally, the expected discounted future surplus of a match to an employment

agency, Dg is scaled like most other nominal variables. Thus,

kt-‘rl - @7 ];:t-f—l - @7 th = Lﬁa it = fita Z;n = g
z; Wy z Uy 2z z; Wy Z
c;n = gf)cg = gfa Ct = %7 gt = %; wt - If/t , p = StA;;_l?
k% 2z k2 k% z Py Pz
m J
zy" = Xii, Ty = ij, Vo =Pz, (g =)0 = Xfr, Dt = %, wy = %, - Lﬁr
2 2 2 t t T Pz

We define the scaled date ¢ price of new installed physical capital for the start of period ¢t 4+ 1 as

pr ¢ and we define the scaled real rental rate of capital as Ff :

—k k
Prrt = \Ilth",tu Ty = Uyry.
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where P}, is in units of the domestic homogeneous good. We define the following inflation rates:

C *
T = Pt 7¢ = Pt T = Pt

- b t — c 9 t — * 9
P Py Py

/) X myj
T Pt T __ Pt m,j __ Pt

T = PZ , Ty = pz ) 7Tt - m,j’

t—1 t—1 P

for j = ¢, z,i. Here, P; is the price of a domestic homogeneous output good, Py is the price of the
domestic final consumption goods (i.e., the ‘CPI"), P} is the price of a foreign homogeneous good,
P} is the price of the domestic final investment good and Pf is the price (in foreign currency units)
of a final export good.

With one exception, we define a lower case price as the corresponding uppercase price divided
by the price of the homogeneous good. When the price is denominated in domestic currency units,
we divide by the price of the domestic homogeneous good, P;. When the price is denominated in
foreign currency units, we divide by P;*, the price of the foreign homogeneous good. The exceptional
case has to do with handling of the price of investment goods, P;. This grows at a rate slower than

P, and we therefore scale it by P;/¥;. Thus,

Pt = B pe = B Pt = B (B.2)
t Pt ’ t Pt ’ t Pt ) .
ptx Ptx PtC i \I[tPtZ

PR c: — pum—
Pt*’ 2 Pt’ yZ Pt

Here, m,j means the price of an imported good which is subsequently used in the production of
exports in the case j = x, in the production of the final consumption good in the case of j = ¢, and in
the production of final investment goods in the case of j = i. When there is just a single superscript
the underlying good is a final good, with j = z,¢,¢ corresponding to exports, consumption and
investment, respectively.

We denote the real exchange rate by ¢; :
S

qt P (B.3)
B.2. Functional forms
We adopt the following functional form for « :
a(u) = 0.500qu? + 0 (1 — 04) u+ oy ((04/2) — 1), (B.4)

where o, and o}, are the parameters of this function.

The functional form for investment adjustment costs, as well as its derivatives are:

@) = 5 {ow V3@ )] +exp [V @ png)] -2 (B.5)

= 0, z=pt +y.
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5@ = Var{ew V3@ —pem)| —ew [V @)} B

= 07 T = ot by

S"(z) = %5’” {exp [\/E (z — uzw@)} + exp [—\/5 (z — Mﬁﬂ\l})} }
= S x= ot Hog-

In the employment friction model we assume a log-normal distribution for idiosyncratic pro-

ductivities of workers. This implies the following:

. 00 log< > + 1agt
& (&g; O'a7t> = /j adF (a;0q4¢) =1 —prob |v < pu ~ Oat | (B.7)
al a,t

where prob refers to the standard normal distribution and eq. (B.7) simply is eq. (2.58) spelled

out under this distributional assumption. We similarly spell out eq. (2.59):

log ])+%a2

al
f(aj§0a) = / dF(a;04) 5 / exp Kl dv (B.8)
0 V &aT

= prob [v < —log (@) + 37
Oq

B.3. Baseline Model

B.3.1. First order conditions for domestic homogenous good price setting

Substituting eq. (2.7) into eq. (2.6) to obtain, after rearranging,

-

-ty P\ T
EtZB Ut+]Pt+JYt+j{< PZ:”) — MCtyj < 1,t+]> }7

= Priyj
or,
o Y
J o 1_)\7{1 1
B> B014i Py Yo {(Xe )3 — mepyy (X 0) %1 ),
§=0
where
P . T4 Td,t+1
i Xi,jDt, X5 = T Teq1 g>0
Py L, j=0.

The i** firm maximizes profits by choice of the within-sector relative price p;. The fact that this
variable does not have an index, ¢, reflects that all firms that have the opportunity to reoptimize
in period t solve the same problem, zind hence have the same solution. Differentiating its profit
function, multiplying the result by 15?‘17%1 H, rearranging, and scaling we obtain:

E ) (B&a) Arys [piXej — Aameryj] =0,
=0
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where A;; is exogenous from the point of view of the firm:

Aty = Vot 14045 Xt 5

After rearranging the optimizing intermediate good firm’s first order condition for prices, we obtain,

o B0 (BE) Avpjhamery; K

pt - [e'e) i — d>
B Y20 (BEa) AvpjXey;  FY
say, where
Kl = Z (Bq) Apyjhamer
Fl = Z(ﬁ«fd) Apj Xt

.
Il
o

These objects have the following convenient recursive representations:

- Td,t+1
Yo+ 1Y+ <> /3£d t+1 Fd =0
Tt+1 |
. A 1
- Tdt+1 \ 1~
Ey | Ao+ gemer + By <t+> Kl —K! = o0
Tt4+1
Turning to the aggregate price index:
1 1-Xa)
P, = [ P, dz} (B.9)
0

1 11=2a)
= [( gp) P K + & (TapPr1) ' Ad]

After dividing by P, and rearranging:

1-g, (B)
1-¢&4

In sum, the equilibrium conditions associated with price setting for producers of the domestic

- (ﬁg) = (B.10)
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homogenous good are:??

1
Td
Ei |+ 4y + St /Bngtci_l Fd = 0 (B.ll)
’ Ti+1 ]
- Ad i
Td 1=Xg
Ey | Ao+ gyemer + By <t+1) Kf+1 - Kf = 0, (B.12)
Ti4+1
1\ M 5t
L g () ;
o Tt Tdt » —Ad
pr=|(1— + (’p _1) B.13
t ( é.d) 1— gd gd T t ( )
L (1-Xq)
1-— ‘gd (Wd t) T Kd
=7 (B.14)
I fd Ft
Fap = (myo1)™ (75) a7 ()% (B.15)
B.3.2. First order conditions for export good price setting
1
Ei Y+ tQtptpt Tt + < +1> ng w1 — Py =0 (B.lﬁ)
T
Ax
c, T T ﬁ-tac-‘,-l =2z
Ao o+ 1 @PEPy Temey + B8, s Kitv1 — Kzt = 0, (B.17)
t+1
1—)Xg
~x % )\z Az
=& <%> o 7o v
vy = |(1 - ; —Lpy ' B.18
= |a-e) | — re (it ) (B.18)
L7 (172
1-¢ <7L§c) e K
AT = =zt (B.19)
1- 5:{: Fx,t

When we linearize around steady state and s, ; = 0, equations (B.16)-(B.19) reduce to:

22When we linearize about steady state and set s4 = 0, we obtain,

~ =c N =~c K N ~c
Ty — Ty = %Ez (7%+1 —7Tt+1) + ﬁ (7rt—1 —TFt)
_K/dﬁ (1_/)#)/—\‘:
5 Tt
14 kaf
1 _ _
(1-08) (16 -
1+ kaf &a

where a hat indicates log-deviation from steady state.
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Ry

~ E ~T ~ T
7Tt 1 + /{,Jj/8 t7rt+1 + 1 + /{jxﬁiﬂ—t_l
1 1-— —
L1 (-8 0-6)
1+ k3 é-x

where a hat over a variable indicates log deviation from steady state.

B.3.3. Demand for domestic inputs in export production

Integrating eq. (2.27):

1 J Y Nz 1
Xidi = 1-— X, +dt B.20
[ xtai = () 0w [ Xa (B.20)

*Am,t

N Jy (Pr) ™" ai

= < xRxP) (1—OJ1-)Xt B .
. (Pr)eT

Define P, a linear homogeneous function of P, :
)

Ag,i—1

° 1 At —Ag,t
PtZE — |:/ (.th) )\l“t_l dZ:| .
0

Then,
LN ot 1 At
(Br) = = [ eyt
0
and
! d 1. A T - ;A”“‘_’tl
/0 Xi:tdz = (TfRfPt> (1 - wx) Xt (pt ) @t ) (B21)

where )

or  PF

Pt = Ffv

and the law of motion of py is given in (B.18).
We now simplify (B.21). Rewriting the second equality in (2.24), we obtain:

A StPtx [ m,r\1-n 1—177
— ) x 1 _ :| z ,
PRy Pty U #:™) (1=ws)

or,
AN L [ (pm””)l"“r(l—w)}l_l"z
PiRy ~ pSEmm a1
t t ot
or,

)\ ; 1_z ﬁ
aﬁmzk%%”>"+ﬂ—%ﬂ"'

Substituting into (B.21), we obtain:

Mz —Agt

1 3
X' = /0 Xfdi = [ (7)1 4 (1= wa)| 77 (1= ) (5) %07 (0) Y
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B.3.4. Demand for Imported Inputs in Export Production

After scaling expression (2.29), we obtain:

1 Ne
we ()T (1 —wy) |

mo__
Ty = We pm,x
t

B.3.5. First order conditions for import good price setting

(A T
m,j=J + ) .
Ey ¢z+,tpt =t + m,j 55m,ij,J,t+1 - Fm,y,t

Ti+1
. >"m,j 7]
FM3\ T3
. 0 0 T 2 t+1 ' '
Ey /\m,szitpt mey 2y + 6€m,j mj K jt+1 — Kt
Ti41
) 1 Am,j
#®T N 1=Am,5 i , Am,j
]‘ - ng m,j ,ﬁ'—mJ . 1_)‘m,j
P = | =) . R e
1 - é-mv] Trt ’
m. (17)\777«_7)
1= &y (B )
I\ _ Kmjt
- 9
]' gm,j Fmvjvt
for j = c,i,2.%% Here,
c j=c
t
=) — m L
=t =N T J
o
=1

B.3.6. Household Consumption and Investment Decisions

The first order condition for consumption is:

Cg Cngl

— BbE, 2
Ct — bct_l‘u s Ct+1Hz+ 141 — 9Ct
z,

*When we linearize around steady state and s, ; = 0,

amj 2 B “m,j _ 2c Km,j im,j _ 2
Tl';nj_ﬂ’f = mEt (Wﬁ'{—ﬂg+1)+ﬁ(ﬂ'?ﬁ{—ﬂ'f)
H/"ijﬂ (1 _pﬂ')/—\c
_ e A0 - Pl e
L+ fm,; B8
1 (1 — 6£m,j) (1 — £m,j) —~m,j
+ me; 7,
1+I€m,jﬂ ‘gm,j

71

- wz"’,tpg (1 + T:f:) =0.

(BF) ==t (pf) ™"yt

(B.22)

(B.23)

(B.24)

(B.25)

(B.26)

(B.27)



To define the intertemporal Euler equation associated with the household’s capital accumulation
decision, we need to define the rate of return on a period ¢ investment in a unit of physical capital,

koo
Ry

(1—7F) [Ut+17’f+1 - %a(utﬂ)] Prp1+ (1= 0)Pry1 Py 1 + TfO PPy
Py Py 4 ’

(B.28)

where it is convenient to recall .

g P=F

the date t price of the homogeneous investment good. Here, Py ; denotes the price of a unit of
newly installed physical capital, which operates in period ¢ + 1. This price is expressed in units
of the homogeneous good, so that P; Py ; is the domestic currency price of physical capital. The
numerator in the expression for Rf .1 represents the period ¢ + 1 payoff from a unit of additional
physical capital. The timing of the capital tax rate reflects the assumption that the relevant tax rate
is known at the time the investment decision is made. The expression in square brackets in (B.28)
captures the idea that maintenance expenses associated with the operation of capital are deductible
from taxes. The last expression in the numerator expresses the idea that physical depreciation is

deductible at historical cost. It is convenient to express RF in terms of scaled variables:

P 0y, 170 [ut+1ff+1 - %ﬂa(uwl)} + (1= 0)Py g1 + TF0 =Py

Rk Py
i PV Py
(1 —7F) [ur17fyy — phyra(uryn)] + (1= 8)Wy 1 P g1 + Tﬁéipil Vi1 Pyt
= T4l .
Vi1 Py
so that
_ ; m
K Ti41 (1—7f) [Ut+17"f+1 - Pfe+1a(ut+1)} + (1 = 0)pw t41 + Tfé%’tﬁlpk/,t
My 41 Pr’t

Capital is a good hedge against inflation, except for the way depreciation is treated. A rise in
inflation effectively raises the tax rate on capital because of the practice of valuing depreciation at
historical cost. The first order condition for capital implies:
K
Ry

_ (B.30)
Tt+1 M+ 141

Yo = BEW .+ 111

We differentiate the Lagrangian representation of the household’s problem as displayed in ALLV,

with respect to I; :
0P+ Wi X Fy (I, Iio1) + Bwera Yo Fy (I, 1) = 0,

where vy denotes the multiplier on the household’s nominal budget constraint and w; denotes the
multiplier on the capital accumulation technology. In addition, the price of capital is the ratio of
these multipliers:

Wi

PPy, = 2t
b Ut
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Expressing the investment first order condition in terms of scaled variables,

_T/’z+,tpi 4 0 PPy Y, [1 _ 3 (Mztt#\l/,tit) & (Hz'*‘,tﬂlll,tit) Mﬁ,t#xp,tit}
zm Wy ’ -1 it—1 it—1
. . 2
- i i
+Bvi41Prv1 P p41 i1 S (Mﬁ’tﬂﬂfp’tﬂ Hl) (MZJr’tJrl'u,‘Ij’tH Hl) = 0.
¢ ¢
Now multiply by 2z, ¥,
. - i ~ 1 i
ot 4P+ Yot P £ T [1 -8 <N2+tu‘ytt> -5 (Merftu\I”t t> Mﬁftﬂ\y’t t] (B.31)
’ ’ (7 U—1 14—1

2
> Py g1zt 41 = 0.

4Bt P o1 Trsn S </j’z+,t+1/1’\lf,t+17;t+1) (itﬂ
z T t+1 ,t+ + . .

(23 2
Our first order condition for I; appears to differ slightly from the first order condition in ALLV,

equation (2.55), but the two actually coincide when we take into account the definition of f.

The first order condition associated with capital utilization is:
k _ i/
Uyry = pra’ (w),
or, in scaled terms,
7t = pia’ (ur) . (B.32)

The tax rate on capital income does not enter here because of the deductibility of maintenance

costs.

B.3.7. Wage setting conditions in the baseline model

We suppose that the specialized labor supplied by households is combined by labor contractors into
a homogeneous labor service as follows:

1 Aw
Hy = [/ (hj) ™ dj} 1< A < 00,
0

where h; denotes the 4t household supply of labor services. Households are, in the baseline
version of the model, subject to Calvo wage setting frictions as in Erceg, Henderson and Levin
(2000) (EHL). With probability 1 — £, the j** household is able to reoptimize its wage and with

probability &, it sets its wage according to:

Wits1 = Tugr1Wig (B.33)

~ w [ = 1=k —sw o\ M Yo

Fuert = @)™ (70) T @ ()™ (B.34)
where Ky, sy, D, Kw + 20 € (0,1). The wage updating factor, 7, ¢+1, is sufficiently flexible that
we can adopt a variety of interesting schemes.

Consider the j*" household that has an opportunity to reoptimize its wage at time . We denote

this wage rate by W;. This is not indexed by j because the situation of each household that optimizes
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its wage is the same. In choosing W, the household considers the discounted utility (neglecting

currently irrelevant terms in the household objective) of future histories when it cannot reoptimize:

Ef i (BEW) |—ClaA (hiasi) " Wit L= Tisi (B.35)
_ . LYY e Wi I s ui .
gl w t4+i41L 1+o0; t+i VVjt+i ],t+z1+ =

where 77 is a tax on labor income and 7" is a payroll tax. Also, v; is the multiplier on the house-

hold’s period ¢ budget constraint. The demand for the j** household’s labor services, conditional
on it having optimized in period ¢ and not again since, is:

Ay

e — Wiftw,iri - - Fwtt 1_WH , B.36
Jitti = Wi t4i- (B.36)

Here, it is understood that 7y, 14 - - - Tw+1 = 1 when ¢ = 0.

Substituting eq. (B.36) into the objective function eq. (B.35),

B Aw 140,
WiTtw t4iTw,e4+1 | 1~ w )
( Wit Hi

Bl (B8) [=ChiAL
=0

1+o0g
A
T~ ~ T—Aw Yy
. _ WiTtw,tti - Tw,t41 g LT T
FUt Wit t4i + Tt T )
Wit L+7,
It is convenient to recall the scaling of variables:
Wt Y% - _a
— ~ 11—«
wﬁ,t = ’UtPtZ:_, Wt = ) Yt = I wy = Wt/Wt, Z;_ = \Ijt Zt.
2z Py 2y
Then,
Wittwtri w1l Wilwiyi - Twiyr Wi X, .
A - -+ - = F by
Wit wt—&-izt_,_ip t+i W42 Py
Wi <Wt/Wt> wy <Wt/Wt) WDy
= — + Xt,i = — ti — = Xtﬂ;a
W2y Py Wit Witi
where
Twtti* " Twt+1
X, = Wit Wbt ,i>0
TpiTti—1 T It g * " " Mgt 141

= 1,i=0.

It is interesting to investigate the value of X;; in steady state, as 7 — oo. Thus,
Kw [— _ (1=Kw—2w) [vi\Xw i\ Vw
(mf - mfyi)™ (FE - 7 (7)™ (mis)

TpiTtpi—1 " Tt I ot g * " Mt t41

Xii =

74



In steady state,

O e G Wl 0
b ﬁiﬂi+

ﬁ'i o i P —1
- (5) )

in the no-indexing case, when © = 1, ¢, = 1 and ¥, = 0.

Simplifying using the scaling notation,

Aw 140y,
Wi Wi | 1w .
<(wt+i Xt,l) Ht+l>

BLY (BE,) (AL
=0

W Wy W Wy 1=Aw 1-— Tits
Fop Wiy —— X4 <Xt,z‘> Ht-l—ii]a
Wi+ Wt+i

or,

E} Z (B€,) [-CL AL
=0

_ y

_ Wy Wy 1=Aw L -7y,

ot w0 Xy ( Xt,i) Hypi——1,
Wi+i i

or,

E] Z (B,)' [—ChiAL
1=0

1 Aw

+15, - Wy 1=Aw
+¢z+7t+,~’wt v Xy (Xt,i Hy iy
(]

Wi+

Differentiating with respect to wy,

(1+UL)

Aw 1+or
1w
() ™ 1)
A (1

E] IA
; (B€,)" [-CisiAr o

A — )
7“) _ Wt 1-Aw 1 — T .
11—y t+1
ot Wy W X ( Xt,z‘) Hii——>=]=0

Wt

Dividing and rearranging,

co 3'&’“] 140y,
E] Y (&) [=ClaAL (( Xi 2) Ht+i>
=0

Wi
A
¢ 1-Xy (1+0p) _ Yy 1— Y
ph i e Wy w Tiy
+ wy v Xy < Xt,i) Hiyyimm—r] =
Aw Wit L+7,
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Solving for the wage rate:

Aw 1407,
1_)‘11)
1-Xy(1+op) EJ ZZ 0 (ﬁgw) Ct-mAL << Xt,z') Ht+i>
1-Aw _
w; = =
¥, + i - T-w 1-7¥,,
Zz 0 (ng)z 2ttt tth (th,z) Ht—&-iﬁ%}ii
_ ALKw,t
W Foy ¢

where

00 Aw 1+op,
1-Aw
Ko = EY (B, Cm(( Ter Xm) Ht+i>

1=0
[e's) _ Aw Y
’(/]ZJ,- t+1, wt 1-w 1 - TtJrZ
Fue = EIY(8¢,) &(_4&0 Hypig ot
=0 w Witi + Ttti
Thus, the wage set by reoptimizing households is:
1w
[ALKw,t:| 12w (l4o7)
wt - — A .
thw,t
We now express K, ; and F,; in recursive form:
0o 3 Aw 1+op,
Wy 1-Aw
Kui = B (8&) ¢t | | =X Hyyi
Wi
=0
(1 ) 79 Aw 1+0’L
_ c\K —c —Rw—Xw v\ M 1-w
_ (hpgltor h wy (7)™ (7Tt+1) ()7 (et ) H
= (G H; + BEwCiy1 - t+1
Wit1 Ti+1 M+ 141
( ) Aw 1+O’L
_ c ¢ Fw (—¢ =—¢ l—Kw—2w) [v2\Xw 2 V9w \ T-2w
2 .h Wy (7rt7rt+1) (”t+177t+2) (W ) (/‘z+) H
+ (BEw)” Ciyo - 42
W42 Tt42T 41 ot g2 Mzt 141

+...

A
_ w (= (I—Kw—2w) ;o\ s2w B\ Torg (1H0L)
1 Wy (Wgyi i1 (7)) (pp+) h 1+
Kyt = CMHT" + EBE, <@t+1 (7 )7Tt+1,u T . {C Hy "
z K
1+
wt+1 (ﬂ'f I)Hw (ﬁ_g 2)(1—H1u—%1u) (ﬁ_)%w (M +)19w 12’;}“} or )
+B. - + + . Hiio Cpo + o}
Wi+2 T2+ 42
A
_ (1—Kw—>stw) 2, P \ T=2w (14o1)
wy (mf)™ (7§ ()7 ()™
::ﬁﬁwuw@a<t ™ (Fin) = K1
Wi+41 Ti4+1 K2+ 41

_)\w (1+0L)
Kw,t+1,

hoppl+ T t+1
= GH, N+ BELEy <
Tw,t+1
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using,

Also,

)

or,

)

so that

— + —
Wigr Wiz 1 Prr1 Wit g1 741

T = = = B.37
w,t+1 Wt th?Pt Wy ( )
> ¢ b W % 1—7Y .
Ej Bg 7 z 7t+7fX . < _ t X > w H . t+1
t ; ( w) )\w t7’L ’U_]t+i t71 t+1 1 + 7_%1)+Z
wz“',t 1-— 7'?
)\w ¢ 1+ T%U

_ Aw w = 1—Kw—2w v\ Xw ﬁw 1+i7ww
Vot 41 ( wy ) <<w§>“ (7o) T T Gy () ) o 1—7Y,

Te+1Hz+ t41

Aw W42
CC Rw (—¢ =c (I=Kw—2w) [v2\ 7w 2 9w 1+ 1i7§fw y
» (m rha)” (Tt ()™ (1) ) s
Tt+2Tt+1 12+ t42Ht t+1 1+ 7¥,
+...
Vory 1—7]
Ao LT
N v (e \(I=Rw—5w) o) 9\ 1T ’
+5£w ( 7wt > T—Aw ((ﬂ't) (7Tt+1) (7T) (,uz-s-) ) {¢Z+’t+1Ht+11 — Ti1
We+1 Tt+1 K2+ 41 Aw 1+ T%U+1

Aw

_ Aw w [ = 1—Kw—2w v\ M [ I+ w
W1\ T [ (ma)" (7T§+2)( T )(W) (po+) T P s 1—7]
+68w | = Hiio -
W12 Tr2fbt 110 Aw L+ 78
+...}
Auw
Q/)Z‘F t 1-— Ty (?Dt+1> (ﬁ'w t+1)1+1_)‘“’
I H t + I F ,
N T T BEw @, = w,t41

Aw
Yooy 1—1Y w 7 +e
o=t B B () Fu i1,

Fwt = t
Aw 1+ 7 t Tw,t+1

We obtain a second restriction on w; using the relation between the aggregate wage rate and

the wage rates of individual households:

1

1-Aw
Wi = |:(1 - gw) <Wt) 1-Aw + Sw (ﬁw7tWt_1)1Aw:| )

Dividing both sides by W; and rearranging,

1-w

1
1-g, (P2
1- gw

Wt =
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Substituting, out for w; from the household’s first order condition for wage optimization:

1 lwa(l‘FUL)

Tw 1—w

- (52 i

fTL 1—¢ thw,t = K’wﬂf'
w

We now derive the relationship between aggregate homogeneous hours worked, H;, and aggre-

1
htE/ hj7tdj.
0

Substituting the demand for h;; into the latter expression, we obtain,

gate household hours,

H 1 A
(Wt) T-xw JO
Ay
=, Hy, (B.38)
where s
Wt 1 Aw )‘ww
= — W = W 1—Aw d
W= g W [/0 (Wi) J]
Also,
A N 12y
1fAUw - ° 177;\11“ Aw
Wi = |(1-&,) (Wt> + & (Ww,tWt—1> )
so that,
1—w
_ 3 A =
Aw Vs 1=2w
Wy = [(1—=&,) (w) e +&, < w’twt_l> ]
w,t
) 1—w
B 5 1/\ Aw Aw
1 o é.w (ﬂ'w,t) 1-2w ,ﬁ- 1i’l/€w
= |a1-¢, ot +£, < “”tuitl) . (B.39)
1 - gw w,t
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In addition to (B.39), we have following equilibrium conditions associated with sticky wages®*:

A

Voyrp —2w 1 — 7Y W41 Tw t+1 G
Fpi=—"u, "™h L E : F, B.41
Wt " w, o u + BE L Er - — w41 ( )

A 140, ~ 2w (140p)

L= _w s , 1 1—Aw
Kyp = (P (wt A ht> + B&, B (ﬂw :1> Ky 41 (B.42)
w,

~ 1)\ 1-Aw(l+0or)

w, 1=Aw
1 |1-¢w (iw,i)
AL 1- Ew

Wi Fpy = Ky (B.43)

B.3.8. Output and aggregate factors of production

Below we derive a relationship between total output of the domestic homogeneous good, Y;, and

aggregate factors of production.

2 Log linearizing these equations about the nonstochastic steady state and under the assumption of sz, = 0, we
obtain
NoWi—1 + Ny We + NyWes1 + Ns (e — %f) + My gfrm - P%C%E)
+15 (frg—l - 7/_1:;) + g (fr,f - P%“%f
+77712Jz+,t + nsﬁt +noT{ + 0107 + 7711(:;L
+77121&z+,t + 7713ﬂz+,t+1

E; =0, (B.40)

where
o — Do — (1= )]
Y (1 =-Bg,) 1 —=¢,)]
and
7 (o220 = bu (1+ BE2))
n buBE,
UE! —buly
774 bwﬁéw
Ns buw€yhw
N . _bwﬁgwﬁw
N7 B (1= Aw)
Mg —(1 — )\w)O'L
Mo _(1 - )‘“’)ﬁ
o —(1- /\w)ulﬁu)
M1 —(1—=Xw)
P —bw&,
s bwBE,,

79



Consider the unweighted average of the intermediate goods:
1
Y'tsum — / )/;,tdz

= / { ZtHlt B GtK Z;rd):| di
1 «

= [2 e ( ) Hit—zfgb]di

0
= zta < > /Hztdz—zt

where K; is the economy-wide average stock of capital services and H; is the economy-wide average

of homogeneous labor. The last expression exploits the fact that all intermediate good firms confront
the same factor prices, and so they adopt the same capital services to homogeneous labor ratio.
This follows from cost minimization, and holds for all firms, regardless whether or not they have

an opportunity to reoptimize. Then,
Y;sum_zt EtKaHl a_zt ¢

Recall that the demand for Yj; is

Y
(Pt )Adl Y
Py Y; '

so that
Ad Ad Ad
Y, = / Yidi = / < t) di = Y, P (Pt)Hd,
zt
say, where
Ad
Ad
P, = P1 Add] . (B.44)
Dividing by F;,
1=y
A
o /1 <Pz‘t>1—c’{d d h
= _— 1 y
bt ; j2)
or,
1=y
1-¢ (ﬂlt) 1&1 M Ad Ha
. ~5p Tdt . =24
= |(1—- — P . B.45
bt ( é-p) 1_€p +§p<ﬂ_tpt 1) ( )

The preceding discussion implies:

A A

4 o\ oty 11—« arrl—a
Y; = (pe) et Yt (Pg) ra? [Zt el H ™" — 2 ¢]
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or, after scaling by z;",

L 1 1 il
g = ()"0 M kt> e —¢],

Ryt Hot ¢

where

k?t = l;:tut. (B46)

We need to replace aggregate homogeneous labor, H;, with aggregate household labor, h;. From
A

w

eq. (B.38) we have H; = 10, '~ hy. Plugging this is we obtain:

 \ o L S S e
yr = (D) | < k‘t) <wt 1w ht) -0l .
gt ot t

which completes the derivation.

B.3.9. Restrictions across inflation rates

We now consider the restrictions across inflation rates implied by our relative price formulas. In
terms of the expressions in (B.2) there are the restrictions implied by p?’j /p?i’{, j = z,c,t, and
p¥. The restrictions implied by the other two relative prices in (B.2), pi and p§, have already been
exploited in (2.20) and (2.38), respectively. Finally, we also exploit the restriction across inflation

rates implied by ¢;/¢:—1 and (B.3). Thus,

pm,x ﬂ_m,x

by = —— (B.47)
yorash Tt
pm,c ﬂ_m,c

e = —— (B.48)
D1 Tt

pm,i 7rm,z'

L — ¢t (B.49)
X
2l Tt

i _ T (B.50)
Py Ty

QG _ STy (B.51)
Q-1 T

B.3.10. Endogenous Variables of the Baseline Model
In the above sections we derived following 71 equations,

2.3,2.4,2.5,2.10,2.11,2.12, 2.14,2.15, 2.16, 2.18, 2.19, 2.20, 2.21, 2.24, 2.25, 2.30,
B.27,2.33,2.35,2.36, 2.38,2.39, 2.39, 2.41, B.29, 2.70,2.72, 2.73,2.74, B.4, B.5,

B.6,B.11 — B.15,B.16 — B.19, B.22, B.23 — B.26, B.34, B.37, B.38, B.39, B.41, B.42, B.43,
B.46, B.AT — B.51,
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which can be used to solve for the following 71 unknowns:

ko U,k f pzx T m,c m,i m,T r ¢ _i _m,e _myg _m,x
T, Wy, BT, Ry, Ry, Ry, meg, mey ,mey ", mey 7 ey 7 Ty, Ty Ty, Ty Ty Ty Ty

c . x i .MT _Mmc M 7 .

DPesPtsPesPr 5Py 5Py 7pk’,t7kt-i—lakt-l—hut7ht7Ht7Qt7Zt7ctaxt7atvst7wz+7tayt

d d ~ o ~r ox ~M,j eMmg, s s ~w pk
Kt 7Ft 77Td,t7pt7Kz,t7Fm,t,7rt y Dt s {Km,j,taFm,j,tawt Dy 73] = Cazvl‘}aKW,t?Fw,t’Wt 7Rt

U ° m m _.m
(Dt,St,St,CL('LLt),UJt,Ct 7Zt 7'rt s T -

B.4. Equilibrium Conditions for the Financial Frictions Model
B.4.1. Derivation of Aggregation Across Entrepreneurs
Let f (N¢4+1) denote the density of entrepreneurs with net worth, Nyiq1. Then, aggregate average

net worth, Ny, 1, is
Niy1 = Nip1f (Niy1) dNigr.

Nty
We now derive the law of motion of N;,;. Consider the set of entrepreneurs who in period ¢ — 1
had net worth N. Their net worth after they have settled with the bank in period ¢ is denoted V,V,

where
VN = RYP, 1Py 1 K} —T(@y;001)REP1 Py s 1 K, (B.52)

where K}V is the amount of physical capital that entrepreneurs with net worth N; acquired in

period t — 1. Clearing in the market for capital requires:

K= | KNf(N)dN,.
Ny

Multiplying (B.52) by f (N;) and integrating over all entrepreneurs,
Vi = RfP,_ 1Py 1Ky — T(@y;04-1) RY Py—1 Py 41 K.
Writing this out more fully:
Vi =R{P, 1Py 1 K; — {[1 — F(@y;00-1)] @ + / wdF (w; at_l)} REP 1 Py y 1 Ky
0
= RiP, 1Py 1 K

— {[1 — F(wy;00-1)] o+ (1 — ) / wdF(w;o4-1) + u/ wdF(w; O't_l)} RfPt_lPk/J_lI_(t.
0 0

Note that the first two terms in braces correspond to the net revenues of the bank, which must

equal Ry_1(P;—1 Py ¢—1K; — N¢). Substituting:

,ufowt wdF (w; at,l)RfPt,lPk/,t,lfft
Py 1Py 1 Ky — Ny

Vi =R;P1 Py 1K, — {Rt—l + } (Pi—1 Py g1 Ky — Ny),
which implies eq. (2.50) in the main text
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B.4.2. Equilibrium Conditions

In this subsection we indicate how the equilibrium conditions of the baseline model must be modified
to accommodate financial frictions.

Consider the households. Households no longer accumulate physical capital, and the first order
condition, (2.39), must be dropped. No other changes need to be made to the household first order
conditions. Equation (2.33) can be interpreted as applying to the household’s decision to make bank
deposits. The household equations, (2.38) and (2.39), pertaining to investment can be thought of
as reflecting that the household builds and sells physical capital, or it can be interpreted as the first
order condition of many identical, competitive firms that build capital (note that each has a state
variable in the form of lagged investment). We must add the three equations pertaining to the
entrepreneur’s loan contract: the law of motion of net worth, the bank’s zero profit condition and
the optimality condition. Finally, we must adjust the resource constraints to reflect the resources
used in bank monitoring and in consumption by entrepreneurs.

We adopt the following scaling of variables, noting that W is set so that its scaled counterpart

is constant: _
Nepr o WE

-, W = .
Ptzt7 PtZ;r

N1 =

Dividing both sides of (2.50) by P,z;", we obtain the scaled law of motion for net worth:

Mgl = — Zt [prk/,tfll%t — Ri_1 (prrg—1ke — i) — pG (@53 04—1) REpyr g—1ke| +w®,  (B.53)
tlzt ¢

fort =0,1,2,... . Equation (B.53) has a simple intuitive interpretation. The first object in square
brackets is the average gross return across all entrepreneurs in period ¢. The two negative terms
correspond to what the entrepreneurs pay to the bank, including the interest paid by non-bankrupt
entrepreneurs and the resources turned over to the bank by the bankrupt entrepreneurs. Since the
bank makes zero profits, the payments to the bank by entrepreneurs must equal bank costs. The
term involving R;_1 represents the cost of funds loaned to entrepreneurs by the bank, and the term
involving p represents the bank’s total expenditures on monitoring costs.

The zero profit condition on banks, eq. (2.47), can be expressed in terms of the scaled variables

as:

R n
D(@tg150¢) — pG(@r4150¢) = Rkt (1 "o :Zﬂ) ; (B.54)
t+1 !

for t = —1,0,1,2,... . The optimality condition for bank loans is (2.46).
The output equation, (2.72), does not have to be modified. Instead, the resource constraint for

domestic homogenous goods (2.73) needs to be adjusted for the monitoring costs:

e k
y—di = g+ (1—we) ()" ¢ + (pi)n’ <zt + a(uy) t> (1 —wy) (B.55)
Hoop g ozt ¢

Nz _Az,t

o Jwn )T+ (L= wa) | T (1= ) ) () 0
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where

PG (g Ut—l)prk',t—lkt

ﬂtﬂz*J

dy =

When we bring the model to the data measured GDP is y; adjusted for both monitoring costs and,

as in the baseline model, capital utilization costs:

gt — yi — di — ()" ( (ur) ) (1w,
M¢¢Mz+¢

Account has to be taken of the consumption by exiting entrepreneurs. The net worth of these
entrepreneurs is (1 — v,) V; and we assume a fraction, 1 — ©, is taxed and transferred in lump-sum
form to households, while the complementary fraction, ©, is consumed by the exiting entrepreneurs.
This consumption can be taken into account by subtracting
l—n

Yt

© bngr — w®) 2t Py

from the right side of (2.13). In practice we do not make this adjustment because we assume O is
sufficiently small that the adjustment is negligible.

The financial frictions brings a net increase of 2 equations (we add (2.46), (B.53) and (B.54),
and delete (2.39)) and two variables, n;y; and @w;11. This increases the size of our system to 72

equations in 72. The financial frictions also introduce the additional shocks, o; and ~,.

B.5. Equilibrium Conditions from the Employment Frictions Model
B.5.1. Labor Hours

Scaling (2.56) by Pz, yields:

W G) = (L ALTE (B.56)

177?
AR A EE

Note, that the ratio '
Gi

)
)

2y

will be the same for all cohorts since no other variables in (B.56) are indexed by cohort.

B.5.2. Vacancies and the Employment Agency Problem

An employment agency in the i*” cohort which does not renegotiate its wage in period t sets the

period ¢t wage, Wj ¢, as in (2.51):
Wit = TwiWizi4—1, Twt = (m—1)"™ (ﬁt)(l_ﬁw_%w () (ppe )7, (B.57)

fori =1,...,N — 1 (note that an agency that was in the ith cohort in period t was in cohort i — 1

in period t — 1) where Ky, 20, U, K + 2 € (0,1) .
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After wages are set, employment agencies in cohort ¢ decide on endogenous separation, post

vacancies to attract new workers in the next period and supply labor services, l%giﬂt, into competitive

labor markets. Simplifying,

F (l?, wt) =

N-1

. v j

Big, I max[(Wtﬂgtﬂ Iy jwr [1 - ]:t]+j]> Sjt+j (B.58)
j=0 Ut vg+'
Jr

Retvj (~\7
Lt ’ (Ui) ( }—gﬂ)]lgﬂ

v .
VB E (i, Werw )

For convenience, we omit the expectation operator E; below. Let

Writing out (B.58):

+
F(if,w) = max {[(thp —w (1= F0)) o — P (50)7 (1— FO) | 10
{ €+J}J =0 v
Vit 1 1 Hzt—:-l ~1 9 1
+BE—— Vs [(Wt+15t+1 — Dyawe (1= Fiiq)) Se41 — P (Br40)" (1 ft+1)]
x (i + ) [1 = FTE
2 1 Vt+2 2 2 K2fha 0 \o
+5 EtTt [(Wt+25t+2 —Tiowe (1= Fio)) stv2 — Prpa— (942) " (1 ft+2)]
< (i1 +0) (6 +0) (1= Fiy) A= F) 8
+...+
+8NE, SN (lt-i-Na Wt+N) }
J(w) = max {(Wi&) —w (1— 7)) sor — Pz (59)7 [1 - 7] (B.59)
{ t+J}J =0 y
#02EL | (WeanEls = Do (1= F)) srem = st (1) (1= 7

(70 Q4

) (1

-7)

2 | (Wiafly = Do (1= 7)) saavo = Prnsln () (1= 7|

(70Q

+...+
()

+BN t+NJ

2 (1) (10

(- R250)

+0) (01 Qivi +p) (1

- ) [1- 7]

“+p) (0L Q1+ p) -

( t+N 1Qt+N 1 +p>

(1=7)}

We derive optimal vacancy posting decisions of employment agencies by differentiating (B.59)
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with respect to @) and multiply the result by (30Q; " + p) /Q; *, to obtain:
0 = —Pau ()" [L=F] Q1" +0) jQI
+th+1 {(Wtﬂgtlﬂ —Tyawe [1 - ft1+1]) e+t — Pzl —
(0P~ +p) [1 = 7]
Hﬂ% [(Wt+25t2+2 —Tepwe [L = Fiio]) 242 — Pt+2zt++2g (072)" (1~ ft+2)]
(37Q¢ ™" +p) (U @it +0) [ = Fia] 1 - F)
+eo
+6Y UZNJ (Wt+N> (07Qi ™" +p) (802Q1 ™" +p) - (”t+N Qv+ P)
[1- A - f?}}
= T (wn) = (Wil = (1= F)) sou+ Pesi = (39)" [1 = 7]

—Ptr (00) 7 (L= F) (50Q1 +0) Q1

" (5h)” (1= 7|

S |

X

Since the latter expression must be zero, we conclude:
T(w) = (Wil —wi (1= F2)) o — ptz;g ()7 [1— 77
+P e (5) 7 1= F] (30Q1 +p) Q1

1 _
(W —w (1= FO))cou + ptz;ﬁ [(1 _ SO) ()7 + (@) 2 -
t

Next, we obtain simple expressions for the vacancy decisions from their first order necessary
conditions for optimality. Multiplying the first order condition for o} 1 by
~1 1—
(01Qu1 +p) =1 L
Qt+1
we obtain:

0 = ~BY Pzt () [ Fa] (001 4 0) (it + ) o1

—_F0
t Qt+1 [ ' ]

X

+[32U;7:2 [(Wt+25t2+2 — It owy (1 - ft2+2)) S2,t42 — Pt+2,zz;2g (17t2+2) [ ft+2]]
(Q" + ) (31 Qi +0) [L = Fha] [1 = 7]
ot

ﬁNUt;NJ (Wt—l—N) (30Qr " + p) (314Q1 " +p) - - ( AV Qb+ p) y
(1= =)

Substitute out the period ¢ + 2 and higher terms in this expression using the first order condition

for 9. After rearranging, we obtain,
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P2tk (No)w_l (Weni&iyy — Teawe [1 = FLy]) s1am

13 :thH P + 1 1) (=1 \¢ ~1 \¢—1 p
h v | HPazhas (1= Fi) (1_5) (0i00)" + (0140)" " gf=

t+1

Following the pattern set with f}tl 1, multiply the first order condition for 17? o by

(0142Quvs +0) 51
Qt—i—?

Substitute the period ¢ + 3 and higher terms in the first order condition for @7, , using the first

order condition for @} 1 to obtain, after rearranging,

Pipizfi kK (77tl+1)<p71 U2 (Wer2€ip = Drowr [1 = Fis]) s2442

Qt+1 Ut+1 +Pt+2zt++2"5 (1 - ft2+2) [(1 - %) (6t2+2)w + (77t2+1>(p_1 Qf—"]

t+2

Continuing in this way, we obtain,

J+1
(Wt+g+15tﬂ+1 [y jriwe [1 - }—HJHD Cjt1,t4j+1

. p—1
o+ ~J
F)t+jzt+j/f (Ut+j> Vgtj+1 (1 B l) (27j+1 )Sﬁ
= t+7+1 )
Vit . + Jj+1
Qt+J t+y TPz k ( —Firin i1 \¥T P
+ Vi1 oY

for j =0,1,..., N —2. Now consider the first order necessary condition for the optimality of 17517\,1_1.

After multiplying this first order condition by

1
~N—1
(Ut+N 1Qiiv—1 +P> ot
N1
we obtain,
~1Vt+N-1 ~N— Pl ~01— - _
0 = P Py () (1 AL (PO 4 ) (BaQi ) -
1
~N—2 ~N—1 0
<”t+N 2Qt+N 2 +P) (UtJrN 1Qt+N 1 +P> ot . { ]:t+N 2} e [1= 7]
t+N-1
Vi+N ~ -
+8" vs J (Wt+N> (a7 ) (Ut+1Qt “tp) (vt+N 1Qt+N 1 +P)
1= [1—fP]}
or,
| Ut N %
Pt+N,1z+ K (’UN ! ) =4 J (Wt+N).
t+N-17 \ VN1 Qt+N } U N1

Making use of our expression for J, we obtain:

(Wt+N‘€t+N Wien (1 ‘7:150-&-N)) SOt+N
" N_1 \¥! 1 5 Ut4N 1) (=0 \¥
PriN-12 N 1R (”t+N—1) =0 + (1 - E) (824n)
Qiin-1 VteN—1 | +Pnz | nk 0 Ne-1 [1— 7]
+ (0 n)" ot
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The above first order conditions apply over time to a group of agencies that bargain at date ¢.

We now express the first order conditions for a fixed date and different cohorts:

Ae—lo 1 v ; = ;
v [~ _ t+1 +1 +1
Przy K (U§> T = Tt[ Wi &ly = TejiniWe (1= FLT ) ) ienen
t

. 1 » %) » e—1 P
erastan (1 228) (0 1) () (20) " g )

t+1
for j =0,..., N — 2.

Scaling by P;z;" yields the following scaled first order optimality conditions:

el Vot 421 ./ _ . B .
K (Uf) = = ﬁ%[(WHf‘:ﬁf = Giejjr1We— W (1 - ft]j-rll)) Sj+1e+1 (B.60)
t 2Tt

e (1) (1) () () )

t+1
for j =0,... N — 2,

where
Twt+l T t—it1 1 1 )
Gioijy1 = L bt o ,1>0, (B.61)
Tl w0 Te—id1 Pzt t—it1 ozt i1
W W
Wy = —, W= —]—.
t Wt t Z;rPt
Also,
Tt Tw,t+1 1 . 1 .
Gt,j — { Tiqj T4l (Nz+,t+1> (ll‘z+,t+j) J>0 . (B.62)
1 ji=0

The scaled vacancy first order condition of agencies that are in the last period of their contract is:
No1\? 1 1 Yot 41— _
s g = A e i (1= Fy)) o (B63)
t zT,t

+r (1= FPy) <<1 - ;) (8241)" + (17?+1)¢_1 C?l}p_‘j)]

B.5.3. Agency Separation Decisions

This section presents details of the employment agency separation decision. We start by considering
the separation decision of a representative agency in the 5 = 0 cohort which renegotiates the wage

in the current period. After that, we consider j > 0.

The Separation Decision of Agencies that Renegotiate the Wage in the Current Period

We start by considering the impact of @) on agency and worker surplus, respectively. The aggregate
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surplus across all the [{ workers in the representative agency is given by (??). The object, 72, is a
function of a? as indicated in (2.59). We denote its derivative by

Fl = ﬂ, (B.64)

daj

for j = 0...N — 1. Where convenient, in this subsection we include expressions that apply to the
representative agency in cohort j > 0 as well as to those in cohort, 7 = 0. According to (2.56),
a? affects V;? via its impact on hours worked, 5o Hours worked is a function of @) because G is
(see (2.57), (2.56) and (2.65)). These observations about V2 also apply to V/, for j > 0. Thus,
differentiating (2.65), we obtain:

yod o ~ 1—7Y Ctgqf
v/ = E{Vt] = Py Winjg +T%§} —Ap Ui St (B.65)
where y
d§'t 1 _ W{Ut 1—171 i
o= %5t Lo y1-og t gl B.66
Sit da{ oL (%t) CALL+ Ty o ( )
and ,
. da’?
= dgj.. (B.67)
t
The counterpart to (B.66) in terms of scaled variables is:
1 o, Wweth vy 1 — 17
A \1—or, z27,t t ~J/ B.68
St = o7 (Sit) LA 1 (B.68)

The value of being unemployed, Uy, is not a function of the a chosen by the representative
agency because U; is determined by economy-wide aggregate variables such as the job finding rate
(see (2.66)).

According to (2.64) agency surplus per worker in [ is given by .J (w;) and this has the following
representation:

J (we) = II}%XJ (wiyay) (1—F).

ay

where

7 (o) = e { (199 = )00 — Pisf = ()7 + 5222

Uy v

(X¢ + ) Jia (wt)} . (B.69)

denotes the value to an agency in cohort 0 of an employee after endogenous separations has taken
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place and

j+1 _ j+1 + K (417
Jijp (i) = max | [(Wt+1gt+1 - Ft*j,jJertfj) i1t — Pzl — (Um) (B.70)
{atsitiiitis; 4

X (1 - fﬁf)

Ut42 J+2 + K (j+2)\¥
+B8—— |:(Wt+2gt+2 — i jjrowi—j ) Sjt214+2 — Pt+2'zt+2; Cras

Vi+1
j+2 +1 +1
(L= F) (i) (1= A
+...+
—jUt+N—j F N-— N— j+1 i+1
N (Werv—s) (iayma +0) (1= Fasma) - (i +0) (1= 70
for 5 =0.

In (B.69) and (B.70), it is understood that X{Jrj’ f)fﬂ are connected by (2.60). Thus, the surplus
of the representative agency with workforce, 17, is given by (2.64). Differentiation of J with respect

to c‘z{ need only be concerned with the impact of EL{ on g{ and ¢;¢. Generalizing (B.69) to cohort j:

~J
vy

~ . . H i 30 rU . .
J (wH; @i) = max { (tht] - thj,jwt) Sjit — PtZ?; (Ui) + 5;7“ (Xﬁ + P) T (wt)} :
t
Then,
) o dJ (wt_j; at) | / )
JZL' <Wt—],ag> = T = (thg — Ft_jhjwt_j) gj,t + tht] §j,t, (B71)
ay
where ¢/, and G/ are defined in (B.66) and (B.67), respectively.

/
j:t,

normal distribution having the properties, Ea = 1 and Var (loga) = 2. This assumption simplifies

We now evaluate .7-"5 ! g{ "and ¢’ ,, for j > 0. We assume that productivity, a, is drawn from a log-

the analysis because analytic expressions are available for objects such as ]:g ' t" ’. Although these

expressions are readily available in the literature (see, for example, BGG), we derive them here for

completeness. It is easily verified that F has the following representation:?>

. 1 logal  —(++373)°
F (&J;Ja) = / e’e  20i  dux,
0oV 2T J -

where x = log a. Combining the exponential terms,

) 1 log @’ 7(17%03)2
F(al;04) = / exp 24 dux.
( a) TaV 2T J—xo
Now, make the change of variable,
1.2
p=2"2%
Oq

%’ Note that Ea = 1 is imposed by specifying E loga = —03/2.
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so that

1
dv = —dx.

Oq

Substituting into the expression for F:

log(&j)+%03

]:(dj;aa) = \/12?/00 o expiTv2 dv.

This is just the standard normal cumulative distribution, evaluated at (log (C_Lj ) + %03) /o4 Differ-

entiating F, we obtain an expression for (B.64):

1 _(ros(a) 132)"
g exp 273G . (B.72)
The object on the right of the equality is just the normal density with variance o2 and mean —o2 /2,

evaluated at log (a’) and divided by @’. From (2.58) we obtain:

Jl
ft_

gl = —al ). (B.73)
Differentiating (B.67),
& (1-#)+e&7

o = [1 —ftjr

(B.74)

The surplus criterion governing the choice of @Y is (??). The first order necessary condition for
an interior optimum is given by (??), which we reproduce here for convenience:
R~ L FOor
sV + sedio (Wil ) = [su (V2 = 0) + 5T (Wil )| et
where we have made use of the fact that the wage paid to workers in the bargaining period is
denoted W;. After substituting from (B.65) and (B.71):

~ 1— T%’ Ctggﬁ ' 0 = / or _
su (th AL sbatse [(WG) W) o+ G0 = (B75)

[sw (V}O — Ut) + sej (Wt; EL?)] ] ft]:tﬂ

In scaled terms this is

1-— Ty Ct§8L
Sw thtizj - ALPthi’t Sot + Se [(th? — tht) Sot + th?/§0,t] =
1 + Tt ¢Z+,t ) 5

s ]:'0/
{sw (Ptzt*Vz(L,t - Uz+7tPtzt+> tosed (Wt; ag)} o
Yt

11— Cesok _
Pz sy | wywy L AL o+ Pozwse [(GY — wr) shy 4+ GYs04] =
1 + Ty w;:*,t ' '
- FO
Ptz;r [sw (VZ0+¢ — Uz+’t> + SngJr,t] - t}-o
Yt
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Dividing through by P;z;" yields:

_1—7 CiSoit _ 0 0
Sw <wtwt —Ap : §67t+36wt [(Qt — wt) §67t + G, ICO,t] = g O
Sed + 4

su (Ve = Usiy) |7
1 + T%U ¢z+,t

1-F
(B.76)

The Separation Decision of Agencies that Renegotiated in Previous Periods We now
turn to the Ezg decision, for j = 1,..., N — 1. The representative agency that selects a{ is a member
of the cohort of agencies that bargained j periods in the past. We denote the present discounted

value of profits of the representative agency in cohort j by th (wi—j)

FI(1 w s
t<t’tj> j W.GJ P+ (5
; Ji (wi—j) - Mmax { ( Gy Pt—mwt—j) St 2 <'Ut>
li {&J‘H ~.7+1}N—J—1 @

t+i "Vt S i—o
X (1 - F )

Yit1 j+1 + B (1)
+5Tt |:(Wt+lgt+1 — D jjriwe—j ) Sjt1+1 — P12 — (U3

o
x (1 - fgjf) (xi + p) (1 - ftj)
o
_iUt+N—j = - N
N ) () (- )

(d +0) (1=7)1

Here, we exploit that th (lz,wt,j) is proportional to l{, as in the case j = 0 considered in (2.64).
In particular, .J7 (wi—j) is not a function of I/ and corresponds to the object in (B.70) with the time

index, t, replaced by ¢ — j. We can write Jg (wi—;) in the following form:

T (wij) = J} (Wtij fl{) (1 - ftj) ;

where

~ i . K i (p v . .
Ji (wt,j;cﬂ) = (thf - thj,jwtfj) it — Ptzf; (Uf,) +57Z1 T (W) (Xi + P) -

from a generalization of (B.69) to j =1..N — 1.
In this way, we obtain an expression for agency surplus for agencies that have not negotiated

for j periods which is symmetric to (?7?):
F (i) = 3 (wgial) (1= 7). (B.77)
Our expression for total surplus is the analog of (?7):
[sw (vy‘ - Ut) + e} (wt,j;a{)] (1 - fg') 1. (B.78)

92



Differentiating,

. . , . . . g
sth]/ + SeJgi (wt_j;ag) = [sw (th - Ut) + Sng (wt_j;di)} L, (B.79)
1-F
which corresponds to (2.69). Here, .Jo; (wt 1; at) is the analog of (B.71) with index 0 replaced by
j. After substituting from the analogs for cohort j of (B.65), (B.71):

1—7Y Ctqu . _ )
(Ft -3, th —j T t — Ay Uth g;}t + Se [(thg - Pt—j,th—j> §;-7t + thglgj,t:| =
3/

[sw (Vt] — Ut> -l-SeJ (Wt ],atﬂ . i:t}_g..

Scaling analogously to (B.76) and plugging in Wt_j = wt_ju’)t_th_jz;j and u’)tz;rPt = W; we

obtain:
1—7Y Ctg i _ i
w (Gt N L Ttt —AL t) e T se [(wtgt] - thj,jwtfjwtfﬁ i +wtgi'<§',1§}8@)
z
. . _7:‘]’
o (12 t) o ] 2
—J%

Finally, we need an explicit expression for J (Wt; d{ ), or rather its scaled equivalent jg + - For

this we use (B.70) to write out Jgjll (wy) for j =1...N and plug into (B.69):

g K (i v j
J (wt J?a’t) (tht thj,jwtfj) it — Pz - (U?) +h- - — Jt]++11 (wi-1) (Xi +P>
Redisplaying (B.70) for convenience:

j+1 — j+1 + F (it
Jifp (W) = max 1{[<Wt+1gt+1 — D jjt1wi—j ) 141 — Pt+1zt+1; (A
at+z’vt+z}z —j

x (1- A

A I + K (~j+2
ﬁUt-i— [(Wt+2gt+2 — D jrowi—j | Sjt2,42 — Pt+2zt+2; ol

+2 +1 +1
( -7:tj+2) (Xi+1 +P> (1_ftj+1>
“+...+
+

N—j Ut+N—j 7 N-1 N—1
B (Weew=s) (ki) (1= 7 ) -

(xitl+0) (1= #H ),

+

93



Accordingly:
~ i . K) i Lp ’U .
J <Wtfj§ai) = (thi - thj,jwtfj> St — Pz - (Ui) +5;7+1 (Xﬁ + P) {
t
. n ~ . (p .
{(Wtugﬁf - Ft—j,j+1wt—j> St b+l — Pt+1zt++1; (ﬁﬂ) ] <1 - fﬁf)

Ut J+2 + K (=j+2)?
+8—— [(ngm — Tijjrowi—j ) Sitaer2 — Pt+2zt+2; Uy

Vt+1
< (L-A) (i +e) (1 - )
ot
PR (i) () (1= )

(Xfﬂ + p) (1 - fffllﬁ

for j =0,...,N — 1. Plugging in for w;_; = Wt_j = wt_ju_;t_th_jzttj and scaling obtains:

5 (v .qd " (Wt;dD i . Ko(-7\?
S (Wt—j;a ) = —F5F = (wtgt - Gt—j,jwt—jwt—j> it~ — (Ut) +
’ Ptzt %2
/8¢z+7t+1 PtZ;r < j n ,0>
¥
1/1,z+,t Pt-i-lzttl
Pt+12+ : K . © .
t+1 - Jj+1 . T, . ~j+1 j+1
X{v (wt+1gt+1 - Gt*J,JJrlwt*Jwt*J) Si+1,t4+1 — ; (Ut+1) (1 - ]:t+1>
t
= J+2 . e ) s
5 Vot pr2 Pt+12t—:1 Pt+2z,;:_2 (wt+2gt+2 - Gt—y,y+2wt—ywt—J> Sj+2,t+2
+ + ~i+2\%
7/)z+,t+1 Prioz)i s Pz —g (vt+2>
j+2 j+1 j+1
X (1_'7:t+2> <Xt+l +P) (1_7:t+1>
+...+
+ Lt
+6N—j 7/’z+,t+N—j Pt+1zt+1 Pt+N*JZt+N—jJ
2zt t+N—j
Yot 141 Pt+N—jZQL+N,j Pz

N—-1 N—1 j+1 j+1
X (Xt-l-N—j—l + P) (1 - ]:t+N—j—1) T (X§+1 + P) (1 - Fh )}
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which can be rewritten as

_ . B H i S@ ’l/} + .
Jz+t (Wt —j at) = (wtgg - Gt—j,jwt—jwt—j> Sit — — (ﬁ) + g1 (Xi + P) (B.81)
2 ¢z+ it
; K
X{ |:<wt+1ggi11 - Gt—j,jﬂwtfjwtfj) Sj+1,t+1 — ; (Utjﬁl) } (1 - ngrrll)

wz+ t+2 i /43
, _ +2 _ +2
+8——— (wt+2gf+z - Gt—j,j+2wt—jwt—j) S22 T (Uim)

Y+ 1
< (1-FE) (o) (L7
+...+
LN JM,}ﬁ N (xﬁrjvl_j_l +p>

Vot 11
(L= AN () (L= AR

Re-writing this in a way that makes use of Q¢ defined in (B.85) below:

~ ~ . . K/ i (p ’lpz 1
Jo, (Wiegial) = (@06 = Grogywisivng) su— = () + == ~ (B.82)
’ ® wsz,t (1 — ftj)

_ G41 _ K (~j+1 J+1
x{ [(wt-i-lgt—i-l - Gt—j7j+1wt—jwt—j) Sj+1t+1 — o (Ut+1> ] Qt+1

wz+,t+2 _ J+2 _ K (j+2 j+2

+6 [(wt+2gt+2 - thj,j+2wtfjwtfj) Sj4+2,t+2 — (Ut+2 Qs
¢z+,t+1 ¥

+...+

4 pN-i- 1Vat - =

N
Yot 141 #hitN = jQHN ]}
z
forj=0,...,N —1.

B.5.4. Bargaining Problem

The first order condition associated with the Nash bargaining problem is:
MV Tty + (L= ) VO, = Use ] Jun =0, (B.83)

after division by z; P;.

The following is an expression for J; evaluated at w; = Wt, in terms of scaled variables:

(- g+ _ Et]-s— _ K
Jorp = Z 57 7Zz+ t] Wi+ ﬁ — Gt jwiWy | Sjitj — - <”t+]) Qgﬂ
t+j

+5N¢z N Qi\-ff—N

J PR U neh S
r(/}Z-&- t Z+ t-‘,—Nl _

. (B.84)
‘7:t+N

We also require the derivative of J with respect to wy, i.e. the marginal surplus of the employ-

ment agency with respect to the negotiated wage. By the envelope condition, we can ignore the
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impact of a change in w; on endogenous separations and vacancy decisions, and only be concerned

with the direct impact of w; on J. Taking the derivative of (B.59):

Jw,t = —(1—fto)§0,t
Vt+1 0 1 0
—BiFt,lgl,t—f—l (Xt + P) (1 - ~7:t+1) (1 - Ft)

BQ*B 262042 (X +p) (Xig1 + ) (1= Fiao) [ = Fl] 1 = ]

_ 6N—1 Vt+N-1
Ut

(1= FNR) e =)

[t N—1SN-1,t+N—-1 (X? +p) (X%—i-l +p)--- (Xﬁrf + P) x

Let,
7j—1
l .
Qg—i-j = (1 t+]) g XH_Z - p ft—i_l) ’ >0 : (B85>
1-F j=0

It is convenient to express this in recursive form:

0 0 1 0 - 0
Q = 1-F;, Qt+1 (1—~7:t+1) (Xt +P) (1—-7'—t)a
Qi
0 0
Dy = (1=Fs) (an+0) 04 +0) 1= F) 1= Fla),
so that
i—1 1
QngJ = ( }—tjﬂ) (Xgﬂ'—l + P) QngJ 1
for j =1,2,.... . It is convenient to define these objects at date t as a function of variables dated ¢

and earlier for the purposes of implementing these equations in Dynare:

Q)
Q) = 1-7), Qtlz(1_ft1)(ngl+p)(1_ft71)7
Qi
0 = (1—-7:2) (Xt 1+P)(X?72+P) (1_]'}72)(1—-7:15171)

so that
of = (1= 7)) (\=1 +p) 91

Then, in terms of scaled variables we obtain:

¢z+
}:W t”@JHﬂHT (B.86)
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Scaling Vi by P;z;,", we obtain:

1—7y ig"
: = G iWi—iWi_; TEo_ ) | N— B.87
2+t t—i,i Wt—i Wt zgzt1+ %U Ct L(l—l—O'L) ¢z+,t ( )

Yot 141 ) :
+ﬂEt127+ {/’ (1-F) VZEH (1= p+pFH) Uﬁ’t“} ’
AN

fort=0,1,...,N — 1, where

V;i

+

iU U
2t Yzti+l —

e
P12

In our analysis of the Nash bargaining problem, we must have the derivative of V0 with respect

to the wage rate. To define this derivative, it is useful to have:
M= (1-F)) - (1 - fiﬂ> (B.88)

for j =0,..., N — 1. Then, the derivative of V°, which we denote by V.0 (w;), is:

=

. 1 Tt+ Vit i
Vo (w) = E Yy (Bp) Mirjsjasi Ty —
3 1 + t+] (%

Z <
Il
Lo

Tt+] Yo+ ary
7]
t+] wz+ it

1-—
= E (5/7) MtJrngtJrJl_'_ (B.89)

<
Il
o

Note that w; has no impact on the intensity of labor effort. This is determined by (B.56), indepen-
dent of the wage rate paid to workers.
Scaling (2.66),

Use = b4 (1— 7¥) + BE, %”“[ft 5t (L ) Ust o] (B.90)

2t

This value function applies to any unemployed worker, whether they got that way because they
were unemployed in the previous period and did not find a job, or they arrived into unemployment

because of an exogenous separation, or because they arrived because of an endogenous separation.

B.5.5. Final equilibrium conditions

Total job matches must also satisfy the following matching function:

my = o (1 — L) v} 77, (B.91)
where
N-1 ' ‘
L=Y% (1 - fg) i (B.92)
=0

and o, is the productivity of the matching technology.
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In our environment, there is a distinction between effective hours and measured hours. Effective
hours is the hours of each person, adjusted by their productivity, a. Recall that the average produc-
tivity of a worker in working in cohort j (i.e., who has survived the endogenous productivity cut) is
Stj / <1 - .7-}7 ) . The number of workers who survive the productivity cut in cohort j is (1 - .7-"5 > lg )

so that our measure of total effective hours is:

N-1
Hy = Z gj,tgt]lg7 (B93>
j=0
In contrast, total measured hours is:
N-1 N
e =3 g (1= 7)) i (B.94)
j=0
The job finding rate is:
my
= ) B.95
fim (5.95)
The probability of filling a vacancy is:
Q=" (B.96)
Ut

Total vacancies v; are related to vacancies posted by the individual cohorts as follows:
1 N N
w=— > (1-7)d.
Qt ]:0
Note however, that this equation does not add a constraint to the model equilibrium. In fact,

it can be derived from the equilibrium equations (B.96), (2.68) and (2.60).

B.5.6. Characterization of the Bargaining Set

Implicitly, we assumed that the scaled wage,

Z:_Pt’

wy =
paid by an employment agency which has renegotiated most recently i periods in the past is always
inside the bargaining set, [wi, wi], i = 0,1,..., N — 1. Here, W! has the property that if w}! > w}
then the agency prefers not to employ the worker and w? has the property that if w! < w! then the
worker prefers to be unemployed. We now describe our strategy for computing w and we.
i

The lower bound, w!, sets the surplus of a worker, (1 — .7-";) ( UZ+7t) , in an agency in

2t
cohort i to zero. By (B.87):
1+O’L
: 1—7Y it

U = wig— bt _hp, W

ztt Wi 27t1 +7—;§U Ct L(l +UL) wer,t
Vot 141 ; ; ;

+5Et;7’+ {P (1-7) V;ijﬂ + (1= p+pF) Uz+,t+1] )
zTt
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fori =0, ..., N - 1. In steady state, this is

lto . . .
(Ve + A —Blp (L P VE 4 (L pt pF ) U]
W = 7
§21+Tw

where a variable without time subscript denotes its steady state value. We now consider the upper

bound, u_)f;, which sets the surplus J,+, of an agency in cohort ¢ to zero, i = 0, ..., N - 1. From
(B.84)

N—-1—i J

Y+ 47 5t+ j ; K
S SU L | (A ) Y T P
Z wz+ ¢ J 1— j:t]Jrj J >t 2ty T © t+J t+j
¢ QN—l
+,8N i Pzt t+N—i t+N—i

2t t+N—i 0
Pt L=Fn

fori =0, ...., N - 1. In steady state:

For the dynamic economy, the additional unknowns are the 2N variables composed of wi and w}

fori =0, 1, ..., N- 1. We have an equal number of equations to solve for them.

B.6. Summary of equilibrium conditions for Employment Frictions in the Baseline
Model

This subsection summarizes the equations of the labor market that define the equilibrium and how
they are integrated with the baseline model. The equations include the N efficiency conditions that
determines hours worked, (B.56); the law of motion of the workforce in each cohort, (2.61); the first
order conditions associated with the vacancy decision, (B.60), (B.63), j =0, ..., N —1; the derivative
of the employment agency surplus with respect to the wage rate, (B.86); scaled agency surplus,
(B.84); the value function of a worker, V;’tt, (B.87); the derivative of the worker value function
with respect to the wage rate, (B.89); the growth adjustment term, Gy ; (B.62); the scaled value
function for unemployed workers, (B.90); first order condition associated with the Nash bargaining
problem, (B.83); the (suitably modified) resource constraint, (??); the equations that characterize
the productivity cutoff for job separations, (B.76) and (B.80); the equations that characterize jZ T
(B.82); the value of finding a job, (2.67); the job finding rate, (B.95); the probability of filling a
vacancy, (B.96); the matching function, (2.68); the wage updating equation for cohorts that do not
optimize, (B.57); the equation determining total employment, (B.92); the equation determining
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number of matches (the matching function), (B.91); the definition of total effective hours (B.93);
the equations defining ./\/lg, (B.88); the equations defining .7-"5, (B.8); the equations defining &,
(B.7); the equations defining G}' (B.74); the equations defining F}' (B.72)

The following additional endogenous variables are added to the list of endogenous variables in

(B.85); the equation determining the hiring rate, x! (2.60); the equation determining the

the baseline model:

J el 1 J =i &7 J J 0
ltvgt aft >§j,taMt7at7vt>Gt,j7Qt79t+j; Jw,tawta Jz*,t: V+7t7Uz+,t7Vw7ta

z
x i i 9 and JI
sz+,ta ft)mtyvt)Xtvww,tuLtagt 7ft and Jz+,t

We drop the equations from the baseline model that determines wages, eq. (B.41), (B.42),
(B.43),(B.39) and (2.52).

B.7. Summary of equilibrium conditions of the Full Model

In this subsection, we integrate financial frictions and labor market frictions together into what we
call the full model.

The equations which describe the dynamic behavior of the model are those of the baseline
model discussed in section B.3.10 and section B.3 plus those discussed in the financial frictions
model specified in section B.4.2 plus those discussed in the employment friction model presented
in section B.6. Finally, the resource constraint needs to be adjusted to include monitoring as well
as recruitment costs. Similarly measured GDP is adjusted to exclude both monitoring costs and

recruitment costs (and, as in the baseline model, capital utilization costs).
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